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Abstract. Machine learning algorithms based automated systems are gaining attention for creating new device applications 

in the field of artificial intelligence. Especially in health care systems, implementation of emerging machine learning 

paradigms helps in providing a potential to raise productivity, consistency, and quality of treatment. Cancer is an epidemic 

that has high mortality and incidence rate worldwide. Breast cancer and oral cavity cancer are most prevailing types of 

cancer in females and males, respectively. Biopsy is the technique to determine the ability of cancer with confidence which 

includes various processing steps such as grading, staging and visual inspection. The manual analysis of histopathology 

slides is a labour intensive task and influenced by various factors like fatigue, attention, and expertise of pathologist. 

However, recent developments in soft computing techniques allow to build an automated computerized diagnostic system 

for cancer detection. In this context, many efforts are dedicated to feature extraction step in conventional machine 

learning. Deep learning is the latest advancement in this direction and opens up a new horizon in the field of Machine 

Learning. Automatic representation of the data is the key asset of the deep learning technique but require intense training 

and a comprehensive well-annotated dataset for their good performance. In the view of foregoing, the present work 

addresses the above discussed challenges and which is freely available in public domain.  

 

1. Key requirements 

• Deep Learning 

• Histopathalogical analysis 

• Convolutional Neural Network 
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2. Introduction 

In this section, a brief description on the significance of image processing techniques and machine 

learning algorithms is provided along with their broad usages and application, especially emphasized 

on cancer detection application. Additionally, the utilized feature descriptors and machine learning 

algorithms in conjunction with the basic working principle of deep learning and transfer learning 

approaches are also described. A detailed description on the architecture of employed deep learning 

models and performance evaluation metrics are also provided for better understanding of the work. 

Images have always played a pivotal role in human life because vision is the most significant sense of 

human beings. Due to the fact, image processing has plenty of applications in the field of agriculture, 

military, security, medical, etc [1-4]. The ease in the generation of a huge amount of images owes to 

the advancement in the digital technologies. With such a plethora of images, image processing 

techniques need to deal with more complex problem and to cope with their adaptability to the 

problem. The diagnosis of diseases from the images is one of the examples of such complex 

problems.  

Machine learning acts as an integral component of intelligent computer vision systems when 

such adaptation is required. The recent advancements in the field of ‘Machine Learning’ open up a 

new opportunity to develop intelligent computer-controlled machines and software. A large 

community of researchers, engineers and academicians are continuously investigating the new 

machine learning algorithms to employ them in designing automated systems for the applications 

ranging from object detection to medical diagnosis. Machine learning is a subset of ‘Artificial 

Intelligence’ which learns from the data [5]. It analyzes the existing patterns in the data to respond a 

situation for which they have not been explicitly programmed [6-7]. Day by day, the majority of 

human beings are interacting with the systems that are based on machine learning, for example, 

biometric systems, ‘Alexa’-the voice recognition system, selfdriving cars and ‘Google Suggest’ or 

‘Auto complete’. In addition, the machine learning is aiding the designing of automated and effective 

systems in the field of computer vision which includes object detection, facial expression recognition, 

human pose estimation, crowded scene analysis and medical image analysis. In spite of noteworthy 

advancement in diagnosis, cancer is still a worldwide problem. Europe, Africa and America account 

for 23.4%, 5.8% and 21% of incidence, respectively. However, the proportion of cancer deaths in 

EuropeAfrica and America countries is 20.3%, 7.3%, and 14.4%, respectively (Figure 1.1). In Asia and 

Africa, the mortality rate is higher in comparison of the new cases due to poor prognosis, delay in 

diagnosis and treatment. Inability to access technical advances against the disease by poor people of 

developing countries is another reason behind the high mortality rate. Therefore, the development 

of efficient and affordable approaches for early detection, diagnosis and treatment is an urgent need 
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to control cancer. 

 

3. Related Works 

Despite recent advances in molecular biology with the advent of genetic markers, the 

histopathological analysis always remains a standard method in the BC diagnosis [13-15]. In the 

process of histopathological analysis, pathologists visually inspect the histology slide under a 

microscope to determine a particular pattern that they learned from the previous slides of the 

disease. Hence, a visual inspection of histology slides is based on pattern recognition approach and 

subjective opinion of the pathologists. Analysis of histology slide is a time-consuming task and 

requires great care in the interpretation of the disease [10, 16]. New cases of cancer are projected to 

rise globally. Due to matter the fact, pathology services are continuously pressurized to provide 

quality analyses.  

 

 

 

 

 

 

 

 

 

 

 

 

  Fig. 1 Representation of different tissues: (a) fat tissue, (b) cell nuclei, and (c) collagenrichstroma 

 

To address the challenge of a potential workforce crisis, there is a need to enrich the critical services 

that histopathology offers to cancer care. In recent time, digitization of tissue samples has become 

possible due to digital pathology and computational algorithms which includes machine learning and 

image processing techniques for analyzing the image [19-20]. New machine learning techniques have 

also been evolved and derived new innovations in healthcare by assisting in developing computer-

aided detection and diagnosis systems. High performance computing system and low-cost memory 

devices are the fundamental factors behind the evolution of soft-computing techniques [21]. 

Improvement in image processing techniques and machine learning algorithms also provide potential 
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to develop histopathological image-based computer-aided detection and diagnosis systems that can 

add a new value in pathology services by making it more objective, productive and coherent in 

diagnosis. These systems can also be used as a second opinion in pathology in order to complement 

thedecision of the pathologists. In near future help in maintaining the data concerning the variety of 

cancer types to diagnose the sufferer form healthy one. 

 

4. Proposed Methodology 

Wearehappyforauthorstosubmitsupplementarydataattachmentstoenhancetheonlineversionsofpublis

hedarticles.Supplementarydataenhancementstypicallyconsistofvideoclips,animationsorsupplementar

ydatasuchasdatafiles,tablesofextrainformationorextrafigures. 

 

Defined training protocol is used in CNN topology. At the entire magnification levels Image 

distribution in dataset is not uniform, therefore before the training process balancing have been 

done. At each magnification level Down-sampling is applied to the classes. To determine the ability of 

the model in classifying the data based on the magnification testing has been performed 

independently 

   Table. 1 Description of CNN Architecture 

 

 

 

 

 

 

 

Table. 2 CNN Training with Different Optimizer Performance Analysis 
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Figure 2 Illustrations of miss-classified images produced by the proposed CNN 

 

5. Results and Discussion 

4.1 Existing work Comparison 

We presented the proposed model performance is used for independent magnification. The dataset 

size is increased in addition, data augmentation is performed, centre with the three angles: 90o, 180o, 

and 270o by rotating the images about their [161-162].  

 

 

   Table.3 Rate of Recognition Image at Level Image Independent Magnification 

For training the increased size of the dataset is the used and it is the reason behind this enhanced 

performance.  
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  Table.4  Image Level at Image Recognition Rate   

 

 

 

 

Fig. 3 Validation accuracy and Training curves at the time of training 

 

4.2 Proposed Results 

By means ROC curve the network performance for the layer wise fine tuning approach is analyzed. By 

using AUC and APS the performance evaluation of the network is executed.  

 

 

 

Table. 5 Existing methods using break his dataset Comparison  



    Nat. Volatiles & Essent. Oils, 2021; 8(4): 6416-6425 
 

6422 
 

 

 

Fig 4 Multi-classification with appropriate layers For ROC curves  

 

For feature extraction the CNN model was used. The conventional machine learning and deep 

learning approach utilizes hybrid model.  

 

6. Conclusion 

The prime intention of this research work is to classify thehistopathological images using advanced 

machine learning techniques for an early diagnosis of cancer. The improvement in classification 

accuracy is the main concern and specifically targeted throughout the experimentation. A regular 

growth in the incidence rate of cancer and inadequacy of experienced pathologists prompt us to 

determine an effective machine learning approach in order to build an automated computer-aided 

diagnosis system for cancer detection. Moreover, histology is the most reliable but complex modality 

of imaging to diagnose cancer because the analysis of histology images is followed by various 

challenges such as baffling tissue patterns and variation in the staining process. In this context, the 

approach of conventional deep and machine learning are discussed, especially the convolutional 

neural network have been elaborated for ‘binary’ as well as multiple classification of BC 

histopathological images. Besides, another aspect of the deep learning approach ‘the transfer 

learning’ has also been conceptualized for further enhancement in the classification performance of 

the cancer diagnosis system. In this work, several performance metrics have been employed to 

determine a feasible and computationally effective machine learning approach for the application of 



    Nat. Volatiles & Essent. Oils, 2021; 8(4): 6416-6425 
 

6423 
 

cancer detection.  

 

7. Future Work 

The current experimental investigations have revealed that machine learning techniques can be 

efficiently utilized in the development of high performance automated systems for early detection, 

diagnosis and treatment of cancer. Though the current study presents a lot of significance of machine 

learning approaches in the detection of cancer; however, there is a scope for further improvement 

and extension of the present work. With continuous evolution of new ideas, proposals and 

suggestions in this area, more efficient and effective models will definitely be proposed in the near 

future. We are also engaged in developing other deep learning and transfer learning based 

frameworks. Throughout this work, a single classifier is used to make the final prediction which can 

be replaced with an ensemble of the classifiers. This is due to the fact that sometimes a single 

classifier is not sufficient for the classification of complex images and makes the system vulnerable in 

terms of reliability. Various ensemble learning rules such as bagging, boosting and stacking can be 

employed in modelling of such classifiers. The utilization of CNNs as a classifier in place of the 

conventional classifier for the handcrafted features training could also be a different approach to 

solve the task of classification. 
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