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Abstract 
In software industry,  to release the product to the customers is a crucial factor and depends on conditional failure rate. The associated 
reliability models will be developed using Arranged sample or Non-Homogeneous Poisson process (NHPP) on the occurrence times of 
bugs in softwre debugging. Arranged samples are very much used in the problems like detection of outliers, system reliability and life 
testing. Process Control is useful to forecast failures in the software operation to see progress in the software reliability. Online process 
improvement methods are widely used in software industry to monitor the software process. In this paper we put a procedure for 
Arranged sample based on cumulative value between times of failures with   Generalized Half Logistic Distribution type - I’s mvf.  
Key words:  Arranged sample, Statistical Process Control (SPC), Generalized Half Logistic Distribution  (GHLD), NHPP, mean value 
function (mvf). 

 
1. Introduction 
Cycle of Software Reliability [12][13][14] is far from being a simple operation and cannot be monitored easily. 
A variety of authors have proposed using SPC for tracking device processes over the last years. Many others 
have been highlighted latent problems in its use[1]. The paper’s key thrust is to give a set of recommendations 
to the user in proper usage of SPC in software development. SPC’s come over the years to be widely used, 
among others, in the processing industries for the production and production of process Enhancement[11]. 
An attempt is made is to practice SPC techniques in developing software process for the quality of software[2]. 
It's said SPC may be successfully applied to several software development processes including reliability of the 
software product. In the manufacturing industry SPC is well adopted in measuring the quality. In software 
generally development practices are more process-centered than product-centered, making straightforward 
implementation of SPC is difficult. The use of SPC has been for software reliability is the topic of many 
researchers' studies. Many of the studies suggest the use of  SPC by amending general SPC standards to satisfy 
software development technical requirements[2] (Burr and Owen[3]); Carleton and Flora[4]). It is especially 
worthy of notice that Burr and Owen give seminal guidance by delineating currently in use of online process 
improvement methods for effective and reasonable tools to SPC. It will be a process management that 
embodies defining, development and improvement of processes [5].  
 

2. Arranged sample: 
In different functional conditions the order figures are used. Its use in characterizing problems like outlier’s 
identification, linear estimation, device reliability analysis, life-testing, survival. We can see different 
applications in many books[6]. Please order Numbers discuss the features and uses of random variables and 
related functions. The usage of Arranged sample is significant when malfunction occur time is slower. Let Y 
denote a continuous random variable with pdf f(y) and cdf F(y), and let (Y1 , Y2 , …, Yn) denote a random 
sample of size n drawn on Y. The original sample observations regarding magnitude may be unordered. A 
corresponding ordered sample shall be produced with transformation. Letting (Y(1), Y(2), ..., Y(n)) denote the 
random sample ordered such that Y(1) < Y(2) < ... < Y(n); then (Y(1), Y(2), ..., Y(n)) collectively known as the 
parent Y-derived Arranged sample. The various distributional characteristics can be from Balakrishnan and 
Cohen [7]. Data on inter-fault time represents the lapse of time between each consecutive failure. In contrast, 
if reasonable waiting times for failures are not a big issue, we can make a set of interfault time data in set of 
size 4 or 5 which are not overlapping and add the failure duration within each set. For example, if there is a 
data of 100 interfault times we can make a set of them in 20 size 5 Disjoint Sets. The sum total in each set 
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would indicate the lapse of time in a set of size 5 between every 5th Arranged sample. Generally for size 'n' 
inter-failure results, If r is < 'n' and then we can divide the data appropriately into the period shows the 'k' 
disjoint sets (k = n / r) and the cumulative sum in each set for any rth failure. The distribution of  probability 
for such a period of time will be the one of rth ordered statistics in the size r set will be equal to the distribution 
rth power of m(t). The entire process comprises the mathematical model formulation of the mvf and the 
knowledge of its parameters. If you know the parameters, then can be taken as it is for further analysis unless 
the parameters are known by estimation techniques  using sample data by any allowable, efficient distribution 
method. That's it important because the limits of the process control depend on the function of the mean 
value which depends on the internal value perfect constants of the distribution.  
 

3. Model formulation 
 
We use the Arranged sample method to measure parameter values and control limits, The Generalized Half 
Logistic Distribution type – I [8][15] was considered. 
 

                                         𝑚(𝑡) = 𝑎 [
1−𝑒−𝑏𝑡

1+𝑒−𝑏𝑡]
𝛳

 

 
To get rth Arranged sample,   take (m(t))r  

[𝑚(𝑡)]𝑟 = 𝑎𝑟 [[
1 − 𝑒−𝑏𝑡

1 + 𝑒−𝑏𝑡
]

𝛳

]

𝑟

 

 

𝑚(𝑠𝑘) = 𝑎𝑟 [
1 − 𝑒−𝑏𝑠𝑘

1 + 𝑒−𝑏𝑠𝑘
]

𝛳𝑟

 

 
Derivation with respect to sk we get, 

𝑚′(𝑠𝑘) =
2𝑎𝑟 Ɵ𝑟𝑒−𝑏𝑠𝑘(1 − 𝑒−𝑏𝑠𝑘)Ɵ𝑟−1

(1 + 𝑒−𝑏𝑠𝑘)Ɵ𝑟+1
 

 

𝐿 =  𝑒𝑚(𝑠𝑛) ∏

𝑛

𝑘=1

𝑚(𝑠𝑘) 

 

       Log L = log[𝑒−𝑚(𝑠𝑘) ∏𝑛
𝑘=1 𝑚′(𝑠𝑘)] 

 

                  =  −𝑚(𝑠𝑛) + ∑𝑛
𝑘=1 𝑙𝑜𝑔 [

2𝑎𝑟 Ɵ𝑟𝑒−𝑏𝑠𝑘(1−𝑒−𝑏𝑠𝑘)Ɵ𝑟−1

(1+𝑒−𝑏𝑠𝑘)Ɵ𝑟+1 ] 

 

                  = −𝑎𝑟 [
1−𝑒−𝑏𝑠𝑘

1+𝑒−𝑏𝑠𝑘
]

𝛳𝑟

+  ∑𝑛
𝑘=1 [𝑙𝑜𝑔 𝑙𝑜𝑔 2 +𝑙𝑜𝑔 𝑙𝑜𝑔 𝑏 + 𝑟 𝑙𝑜𝑔 𝑙𝑜𝑔 𝑎 +𝑙𝑜𝑔 𝑙𝑜𝑔 𝛳 +𝑙𝑜𝑔 𝑙𝑜𝑔 𝑟 −

𝑏𝑠𝑘      ] 
 

+(Ɵ𝑟-1)log(1 − 𝑒−𝑏𝑠𝑘) –  (Ɵ𝑟 +1)log (1 + 𝑒−𝑏𝑠𝑘)] 
 

1 𝜕 𝐿 

𝐿 𝜕 𝑎
=  −𝑟𝑎𝑟−1 [

1 − 𝑒−𝑏𝑠𝑘

1 + 𝑒−𝑏𝑠𝑘
]

𝛳𝑟

+  ∑

𝑛

𝑘=1

[
𝑟

𝑎
+ 0] 

 

                                                  = 
𝑟

𝑎
[−𝑎𝑟 [

1−𝑒−𝑏𝑠𝑘

1+𝑒−𝑏𝑠𝑘
]

𝛳𝑟

+ 𝑛]                    

 

                                                 
1 𝜕 𝐿   

𝐿 𝜕 𝑎
= 0   ⇒  𝑎𝑟 = 𝑛 [

1−𝑒−𝑏𝑠𝑘

1+𝑒−𝑏𝑠𝑘
]

𝛳𝑟

                                   3.1 
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1 𝜕 𝐿   

𝐿 𝜕 𝑏
=  −

2𝑎𝑟 Ɵ𝑟𝑒−𝑏𝑠𝑘(1 − 𝑒−𝑏𝑠𝑘)
Ɵ𝑟−1

(1 + 𝑒−𝑏𝑠𝑘)Ɵ𝑟+1
+ ∑

𝑛

𝑘=1

[
𝑛

𝑏
− 𝑠𝑘 + 𝑏𝑒−𝑏𝑠𝑘 (

Ɵ𝑟 − 1

1 − 𝑒−𝑏𝑠𝑘
+

Ɵ𝑟 + 1

1 + 𝑒−𝑏𝑠𝑘
)] 

 
On simplification, 
 

𝑔(𝑏) =  −
2𝑎𝑟 Ɵ𝑟𝑒−𝑏𝑠𝑘(1−𝑒−𝑏𝑠𝑘)

Ɵ𝑟−1

(1+𝑒−𝑏𝑠𝑘)
Ɵ𝑟+1 +

𝑛

𝑏
 − 𝑛𝑠𝑘  + ∑𝑛

𝑘=1 [
2𝑏𝑒−𝑏𝑠𝑘  𝑟− 𝑒−𝑏𝑠𝑘

1−𝑒−2𝑏𝑠𝑘
]                           3.2 

 

𝑔′(𝑏) =
2𝑛𝑒−𝑏𝑠𝑛[(1−𝑏𝑠𝑛)(1−𝑒−2𝑏𝑠𝑛)−2𝑏 2 𝑒−2𝑏𝑠𝑛]

(1−𝑒−2𝑏𝑠𝑘)
2  + 

𝑛 

𝑏2 

 

                           + 2𝜃𝑟 ∑𝑛
𝑘=1

𝑒𝑏𝑠𝑘−𝑒−𝑏𝑠𝑘−𝑏𝑠𝑘(𝑒𝑏𝑠𝑘−𝑒−𝑏𝑠𝑘)

(𝑒𝑏𝑠𝑘−𝑒−𝑏𝑠𝑘)
2  -2n∑𝑛

𝑘=1
𝑒2𝑏𝑠𝑘−1−2𝑏𝑠𝑘𝑒2𝑏𝑠𝑘

(𝑒2𝑏𝑠𝑘−1)
2          3.3  

 

4.Time between failures served are observed using control -chart  
For an effective statistical process control, selection of the appropriate control chart  has considerable   
importance for the given data, context  and requirement [9]. We have basically two types of online process 
improvement methods. Process parameters are measured on continuous scale. Control  charts for variables 
like X-bar chart and R-chart serve to m  the monitor process parameters. Process characteristics  such  as good 
or bad, accept   or reject etc., can be   handled by attribute online process improvement methods. For dealing 
failures in a process  we have  p-chart and np-chart and u-chart can be used to study the malfunction 
phenomenon in the process for the given inter –failure time data. 
 

5. Estimation of parameters and online process improvement methods 
For a given data  using equations (3.1),(3.2),(3.3), the parameters in m(t)  are deduced  by using  the   Newton-
Raphson  method.  The equation for mvf of Generalized Half Logistic distribution type - I is given by  

                                           𝐹(𝑡) =  𝑎 [
1−𝑒−𝑏𝑡

1+𝑒−𝑏𝑡]
𝛳

                                                           5.1 

 
The  limits are deduced on removing the term a in 5.1. Equate the resultant function to 0.99865, 0.00135, 0.5 
successively for‘t’,  to obtain the corresponding control limits, central line.  
 

𝐹(𝑡) =  [
1−𝑒−𝑏𝑡

1+𝑒−𝑏𝑡]
𝛳

=0.99865 on solving for  𝑡 =  
7.98656

𝑏
 =  tU for ϴ = 2                      5.2 

 
Similarly we can obtain tL, tC on equating F(t) to 0.00135, 0.5       

 

𝐹(𝑡) =  [
1−𝑒−𝑏𝑡

1+𝑒−𝑏𝑡]
𝛳

=0.99865 on solving for  𝑡 =  
8.37743

𝑏
 =  tU for ϴ = 3 

 
Similarly we can obtain tL, tC on equating F(t) to 0.00135, 0.5 
 
If the point above the m(tU) (5.2)(UCL) is an alarm signal. A point below the m(tL)(LCL) is an indication of better 
quality of software. A point within the control limits indicates stable process.  

6. Failures Chart development:  
The values  of m(t) at Tc, Tu, TL  for n inter-failure data are computed.  m(t)’s  Consecutive  differences are 
calculated, which leads to n-1 arguments. A graph with times of inter-failure 1 to n-1 on  X-axis,  Consecutive 
differences of m(t)’s constitute n-1 values of on Y-axis,   and m(TL), m(TU)  and m(TC) are  3 lines parallel to X-
axis respectively constitutes  failures  control  chart  to  assess  the  software  failure phenomena on the basis 
of the given inter-failures time data.  
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7. Illustration 
Failures control chart for failure software process in a product is illustrated with an example here. The time 
between failures of software product are presented in Table 1[10].  
  Table 1: Software failure data reported by Musa (1975) [10] 

Fault  Time  Fault  Time  Fault  Time  Fault  Time  

1 3 35 227 69 529 103 108 

2 30 36 65 70 379 104 0 

3 113 37 176 71 44 105 3110 

4 81 38 58 72 129 106 1247 

5 115 39 457 73 810 107 943 

6 9 40 300 74 290 108 700 

7 2 41 97 75 300 109 875 

8 91 42 263 76 529 110 245 

9 112 43 452 77 281 111 729 

10 15 44 255 78 160 112 1897 

11 138 45 197 79 828 113 447 

12 50 46 193 80 1011 114 386 

13 77 47 6 81 445 115 446 

14 24 48 79 82 296 116 122 

15 108 49 816 83 1755 117 990 

16 88 50 1351 84 1064 118 948 

17 670 51 148 85 1783 119 1082 

18 120 52 21 86 860 120 22 

19 26 53 233 87 983 121 75 

20 114 54 134 88 707 122 482 

21 325 55 357 89 33 123 5509 

22 55 56 193 90 868 124 100 

23 242 57 236 91 724 125 10 

24 68 58 31 92 2323 126 1071 

25 422 59 369 93 2930 127 371 

26 180 60 748 94 1461 128 790 

27 10 61 0 95 843 129 6150 

28 1146 62 232 96 12 130 3321 

29 600 63 330 97 261 131 1045 

30 15 64 365 98 1800 132 648 

31 36 65 1222 99 865 133 5485 

32 4 66 543 100 1435 134 1160 

33 0 67 10 101 30 135 1864 

34 8 68 16 102 143 136 4116 

 
   Table: 2 Constants of the model are estimated and their control limits of 4 and 5 order 

Data set   
ϴ 

Ord
er 

        a            b      m(tU)       m(tC) m(tL) 

Table 1 

 
2 

   4  
   5 

  2.61835 
  2.19564 

  0.000659 
  0.000112 

   2.61476 
   2.19873 

  1.10476 
  0.93225 

0.00312 
0.00235 

 
3 

   4  
   5 

  2.97656 
  2.71321 

  0.000865 
  0.000314  

   2.97326 
   2.71519 

  1.5249 
  1.42143  

0.00763 
0.00467 

Table 3    Consecutive differences of 4 order m (t)’s and 5 order m (t)’s for ϴ = 2 

                                                                                            ϴ  = 2 
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F
a
u
l
t 

4 – 
Orde
r  
cum
ulati
ves 

m(t)s Consecutive 
differences of 
m(t)s 

5 – 
Order  
cumulat
ive 

m(t)s Consecutive 
differences of 
m(t)s 

1 227 0.512727
56 

0.19791225 342 0.40677887 0.1817077 

2 444 0.710639
81 

0.18628075 571 0.58848657 0.186281 

3 759 0.896920
56 

0.192003 968 0.77476757 0.1920003 

4 1056 1.088923
56 

0.1823744 1986 0.96676787 0.1811834 

5 1986 1.271297
95 

0.1907618 3098 1.14795127 0.1783087 

6 2676 1.462059
77 

0.1887625 5049 1.32625997 0.1898507 

7 4434 1.650822
26 

0.1564658 5324 1.51611067 0.1741975 

8 5089 1.807288
06 

0.13854326 6380 1.69030817 0.1477769 

9 5389 1.945831
32 

0.11657861 7644 1.38308506 0.1273431 

1
0 

6380 2.062409
93 

0.0975146 10089 1.96542817 0.1077727 

1
1 

7447 2.159924
53 

0.07985436 10982 2.07321287 0.0730000 

1
2 

7922 2.239778
89 

0.06478913 12559 2.14622386 0.0523000 

1
3 

1025
8 

2.304568
02 

0.05815766 14708 2.19851587 0.0001195 

1
4 

1117
5 

2.362725
68 

0.04975623 16185 2.19862146 0.0000799 

1
5 

1255
9 

2.412481
91 

0.04984625 17758 2.19873427 0.0000124 

1
6 

1348
6 

2.462328
16 

0.03751286 20567 2.19871265 0.0000021 

1
7 

1527
7 

2.499841
02 

0.03356894 25910 2.19871465 0.0000012 

1
8 

1635
8 

2.533409
96 

0.03368957 29361 2.19871541 0.0000023 

1
9 

1828
7 

2.567099
53 

0.0324586 37642 2.19871826 0.0000005 

2
0 

2056
7 

2.599558
13 

0.01520729 42015 2.19871877 0.0000015 

2
1 

2412
7 

2.614765
42 

0.0000013 45406 2.19872028 0.0000004 

2
2 

2846
0 

2.614766
72 

0.00000106 49416 2.19872066 0.00000011 

2
3 

3240
8 

2.614767
78 

0.000001 53321 2.19872175 0.00000092 
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2
4 

3765
4 

2.614768
78 

0.00000008 56485 2.19872267 0.00000045 

2
5 

4201
5 

2.614769
07 

0.00000005 62661 2.19872312 0.00000010 

2
6 

4229
6 

2.614769
12 

0.000000033 74364 2.19872416 0.00000011 

2
7 

4829
6 

2.614769
45 

0.000000017 84566 2.19872534  

2
8 

5204
2 

2.614769
62 

    

 
 
Table 4    Consecutive differences of 4 order m (t)’s and 5 order m (t)’s for ϴ = 3 

                                                                                                   ϴ = 3 

Fault 4 – 
Order  
cumulat
ives 

m(t)s Consecuti
ve 
difference
s of m(t)s 

5 – Order  
cumulatives 

m(t)s Consecutive 
differences of m(t)s 

1 227 0.72054
327 

0.1867033
7 

342 0.6247427 0.1851681 

2 444 0.90724
664 

0.1764168 571 0.8099108 0.1864213 

3 759 1.08366
344 

0.1830045 968 0.9963321 0.1964532 

4 1056 1.26666
802 

0.1731854 1986 1.1927853 0.18679545 

5 1986 1.43985
342 

0.1816729 3098 1.3758075 0.18124555 

6 2676 1.63985
342 

0.1875246 5049 1.5608263 0.17645825 

7 4434 1.80905
092 

0.1674859 5324 1.7372845
5 

0.1645858953 

8 5089 1.97653
368 

0.1276920 6380 1.9018658 0.15647896 

9 5389 2.12599
113 

0.0987592 7644 2.0664553
3 

0.13213451 

10 6380 2.25368
32 

0.0816894 10089 2.2229342
9 

0.1142356 

11 7447 2.35244
248 

0.0789562 10982 2.3550968
79 

0.0952346 

12 7922 2.43413
193 

0.0691579 12559 2.4693043
9 

0.07124151 

13 10258 2.51308
813 

0.0597618 14708 2.5645389
7 

0.0571247 

14 11175 2.58224
609 

0.0897078 16185 2.6357805 0.0230476 

15 12559 2.64200
795 

0.0394865 17758 2.6929052 0.0010472 

16 13486 2.69186
951 

0.0345894 20567 2.7159528 0.00091324 

17 15277 2.73171
578 

0.0378945 25910 2.717000 0.00050123 
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18 16358 2.77120
231 

0.0364589 29361 2.7171324 0.00021732 

19 18287 2.80579
206 

0.0298657 37642 2.7184144
7 

0.00008476 

20 20567 2.84368
662 

0.0216847 42015 2.7186317
9 

0.00004113 

21 24127 2.88014
559 

0.0268745 45406 2.7187165
5 

0.00001247 

22 28460 2.91001
133 

0.0146543 49416 2.7187576
8 

0.00000457 

23 32408 2.93169
603 

0.0000021 53321 2.7187701
5 

0.00000048 

24 37654 2.93169
603 

0.0000006 56485 2.7187747
2 

0.00000012 

25 42015 2.95857
052 

0.0000015 62661 2.7187752
6 

0.00000006 

26 42296 2.97322
483 

0.0000019 74364 2.7187753
2 

0.00000081 

27 48296 2.97324
672 

0.0000031 84566 2.7187761
3 

 

28 52042 2.97324
742 

    

  

 
 
Θ = 2 Order =4, Consecutive differences of m(t) 
on y-axis 
 

 
 
Θ = 2 Order = 5,  Consecutive differences of m(t) 
on y-axis 
 

 

 
 
Θ = 3 Order =4, Consecutive differences of m(t) 
on y-axis 

 
 
Θ = 3 Order =5, Consecutive differences of m(t) 
on y-axis 

 
         Fig.1 Failure online process improvement methods for different θ and different order 
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8. CONCLUSION  
The Failures   Online process improvement methods of Fig.1 have  shown  out   of   control   signals i.e. below 
LCL. By observing  Failures   Control  Charts,  we  identified  that failures situation is detected at an early stages.  
The  early  detection  of  software failure will improve the software reliability. When the control signals are 
below  LCL, it is  likely  that there are assignable causes leading to significant process   deterioration   and  it 
should   be  investigated.    Hence,      we  infer  that  our   control method given   in   this   paper   with    
arranged sample approach suggesting a positive  advice for its use to assess whether the development is in 
the state of control. 
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