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ABSTRACT 
AIM: To predict the accuracy percentage of Short Message Services(SMS) spam detection  using machine learning 
classifiers. Materials and Methods :Two ensemble learning algorithms named naive bayes and k-nearest neighbors are 
applied to data.The algorithms have been implemented and tested over a dataset which consists of 5574 records. 
Ensemble learning methods combined several models trained with a given learning algorithm to improve  accuracy. Results 
and Discussion: After performing the experiment as result shows mean accuracy of 88.05 % by using naive bayes algorithm 
and compared k-nearest neighbor algorithm mean accuracy is 58.04% for SMS spam detection.There is a statistical 
significant difference in accuracy for two algorithms is p<0.05 by performing independent samples t-tests. Conclusion: This 
paper is intended to implement Innovative machine learning classifiers for prediction of SMS spam detection.The 
comparison results shows that the naive bayes algorithm has appeared to be better performance than k-nearest neighbor 
algorithm. 

Keywords: Spam words, Naive Bayes Algorithm ,K-Nearest Neighbor Algorithm, Innovative Methods, Innovative Machine 
Learning, Classifiers. 

INTRODUCTION 
The primary initiation of the study is performed to implement a spam detector to detect the spam 
words.Mobile phone spam also known as (unsolicited messages, especially advertising), directed at 
the text messaging or other communications services of mobile phones or smartphones(Patterson, 
n.d.). Fighting SMS spam is complicated by several factors (compared to Internet email), including 
the lower rate of SMS spam, which has allowed many users and service providers to ignore the issue, 
and the limited availability of mobile phone spam-filtering software.(Arifin, Shaufiah, and Bijaksana 
2016). In the paper, implemented to analyze different Innovative methods to identify spam/ham 
messages. This paper uses a different approach to establish relation between the text and the 
category, based on size of message, word count, special keywords, using term-frequency inverse 
document-frequency (tf-idf) transform.(Abbashi et al. 2020) 

There are nearly 22 articles published in science direct and 26 articles published on the web  of 
science related to spam detection. In paper(KoŁcz 2017) a data mining procedure is performed on 
messages to collect the spam words and convert it into a dataset which can be used for analysis and 
is cited about 324 times as reference for research. There are many other machine learning classifiers 
implemented earlier to detect spam words published or shared over messages that have minimal 
accuracy(Trivedi 2016). This paper proposes implementing a machine learning classifier which can 
provide a better accuracy for spam detection published over messages than the previously 
implemented classifiers(Gupta et al. 2018). A spam detector is implemented which is used to detect 
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the spam words published on messages using multiple sources and various classes , proposed in 
paper(Khanday 2019).The classifiers which are used in previous proposed papers have less accuracy 
rate so here implemented naive bayes algorithm classifiers to give improved accuracy and 
comparing it with k-nearest neighbor algorithm. It is a supervised machine learning algorithm which 
is similar to the classifiers implemented in paper like random forest, Naive Bayes. This paper 
(Aydogan and Karci 2018)is best for future researchers who are interested in spam detection as a 
reference, a data mining procedure is performed on messages to collect the spam words and 
convert it into a dataset which can be used for analysis. 

The methods which are used before have less accuracy rate, are less reliable and not much effective 
in prediction of spam detection. The main aim of the study is proposed to perform classification of 
spam detection by implementing spam detectors using machine learning classifiers like naive bayes 
algorithm and k-nearest neighbor algorithm and comparing their performance. 

MATERIALS AND METHODS 
This proposed work involves two supervised learning algorithms, Naive Bayes algorithm and K-
Nearest Neighbors algorithm.  It performs two iterations for spam detection using these two 
algorithms.The pre-test analysis was done using clincalc.com(Kane, Phar, and BCPS n.d.) by keeping 
g-power at 81%. 

“Spam dataset” is used in this paper. The dataset was collected from the open source(“Website” 
n.d.). This is a dataset which consists of data related to the spam words. The dataset contains  file 
names such as “spam.csv” and  attributes such as “V1”, “V2”. In this work, only the text attribute is 
considered for analysis and classification of spam words. 

Naive bayes algorithm : 
Naive Bayes algorithm is a classification technique based on Bayes theorem with an assumption of 
independence among predictors. This model is easy to build and also used for large datasets .The 
only drawback of naive bayes algorithms is to assume all factors as dependent on each variable. It is 
mainly based on the theorem formulated by Bayes’s given in equation (1): 

P(A|B)=P(B|A).P(A)/P(B)        …… (1) 

Where, 

A, B = events 

P(A|B) = probability of A given B is true 

P(B|A) = probability of B given A is true 

P(A), P(B) = the independent probabilities of A and B 

Pseudocode: Naive Bayes Algorithm: 

Input: Training Set 

Output: Classifiers trained accuracy 

Step 1:Read the trained dataset into the classifier. 

Step 2:Calculate the mean and standard deviation for predictions. 

Step 3:Repeat 

Calculate gauss density for each iteration 

Until probability of fake political news texts are calculated 

Step 4:Define class 

def  Multinomial() 
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if(condition satisfy) 

return accuracy 

else 

return to previous step 

end 

Step 5:Predicted Accuracy 

K-Nearest Neighbors algorithm : 

K-Nearest Neighbour is one of the simplest Machine Learning algorithms based on Supervised 
Learning technique and it can be used for Regression as well as for Classification. But mostly it is 
used for the Classification problems. K-NN is a non-parametric algorithm, which means it does not 
make any assumption on underlying data. It is also called a lazy learner algorithm because it does 
not learn from the training set immediately instead it stores the dataset and at the time of 
classification, it performs an action on the dataset. 

pseudocode for k-nearest neighbor algorithm: 

Input: Training Set 

Output: Classifiers trained accuracy 

Step 1:Calculate “d(x, xi)” i =1, 2, ….., n; where d denotes the Euclidean distance between the points. 

Step 2:Arrange the calculated n Euclidean distances in non-decreasing order. 

Step 3:Let k be a +ve integer, take the first k distances from this sorted list. 

Step 4:Find those k-points corresponding to these k-distances. 

Step 5:Let ki denotes the number of points belonging to the ith class among k points i.e. k ≥ 0 

Step 6:If ki >kj ∀ i ≠ j then put x in class i. 

end 

Step 7:Predicted Accuracy 

Decision tree Algorithm 

Decision tree is a supervised learning algorithm. It is used for both regression and classification. The 
goal of using a decision tree is to create a training model that can be used to predict the class or 
value of the target variable by learning simple decision rules developed from training data. 

Pseudocode: Decision Tree Algorithm 

Input: Trained dataset 

Output: Classifier trained accuracy 

Step 1:Read the training dataset into the classifier 

Step 2:Define a class dtree 

Class dtree 

Step 3:Get all the required stuff from previous inputs 

Step 4:Define another class to test the attribute 

def evaluate(test attribute) 

if(end iteration is leaf) 
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return accuracy 

else 

return children[test attribute].evaluate(test attribute) 

end 

Step 5:Classifiers predicted accuracy. 

Random Forest Algorithm 

Random Forest algorithm is a supervised learning algorithm which is used for both regression and 
classification. A Random Forest is a meta estimator that fits a number of Decision Tree classifiers on 
various sub-samples of the dataset and uses averaging to improve the predictive accuracy and 
control over-fitting. The sub-sample size is controlled with the max_samples parameter if 
bootstrap=True (default), otherwise the whole dataset is used to build each tree. It is an improved 
version of the Decision Tree. 

Pseudocode for Random Forest Algorithm 

Input : Training dataset 

Output: Classifier tested accuracy 

Step 1: Read the training dataset as input 

Step 2: Randomly select ‘k’ samples from total ‘m’ samples 

k<<m 

Step 3: Among ‘k’ tokens calculate the node ‘d’ using best split 

Step 4:Split the node into child nodes 

Step 5:Repeat 1 to 3 steps until ‘l’ number of samples reached 

Step 6:Build the forest 

Step 7: Predict the value using predict feature 

prediction=model.predict(parameters, “”) 

Step 8: Calculate vote for each predicted value 

Step 9: Get the final predicted accuracy 

Experiment setup: 

The platform used to evaluate the machine learning algorithms was jupyter lab. The hardware 
configurations were an intel core i5 processor with a RAM size of 4 GB . The System type used  was a 
64-bit OS,X^$ based processor with HDD of 917 GB. The operating system used was windows and 
the tool used was jupyter lab with python programming language. 

The dataset spam is collected. Data preprocessing has to be done. Data cleaning like removing the 
duplication of text, incorrect format and unnecessary data from the dataset(“Cleaning Text Data” 
2018). It also requires concatenating and shuffling need to be done. 

Data exploration shows the contents present in the dataset. Convert the dataset that it contains only 
the data needed for the classifier. Split the dataset into a training set and testing set. Now 
implement the machine learning classifier and use the training dataset to train the classifier. After 
training the classifier uses a testing dataset to test the trained classifier to get the predicted accuracy 
from the classifier. 
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This paper uses the SPSS tool to perform the statistical calculations for the results and verified 
results obtained from classifiers for various test sizes. The text part in the training dataset is an 
independent variable whereas the text part in the testing dataset is dependent on the training 
dataset. 

RESULTS 
Table 1 shows to observe the accuracy of the naive bayes algorithm is approximately (88%) and k-
nearest neighbor algorithm is approximately (58%). The accuracy varies for different sizes in 
decimals 

From  Table 2, it is observed that mean accuracy and standard deviation for naive bayes algorithm 
is  88.04 and 0.00707.  For k-nearest neighbors the algorithm is 58.045 and 0.0707. 

From Table 3, it is observed the comparison of accuracy for spam detection classification using naive 
bayes algorithm and k- nearest neighbor algorithm. 

In performing statistical analysis, the naive bayes algorithm obtained 0.007 standard deviation with 
0.050 standard error while k-nearest neighbors obtained 0.070 standard deviation with 0.0500 
standard error (Table 2). The significance value smaller than 0.001 showed that our hypothesis holds 
good. With respect to changes in the input values attributes in independent variables are profile, 
source, proofs and the corresponding output for dependent variables are internal user, external 
user. 

Fig 2 shows the bar chart representing the comparison of mean accuracy of naive bayes algorithm 
and k-nearest neighbor algorithm. Naïve bayes appear to produce more consistent results with 
minimal standard deviation. 

Table 1: Accuracy performance measure (Naive Bayes Algorithm, K-Nearest Neighbor Algorithm) 

Test Size 0.1 0.2 

Naive Bayes Algorithm 88.05 88.06 

K-nearest neighbor Algorithm 58.04 58.05 

 
 

Table 2: Group Statistics ( Mean of naive bayes algorithm is 88.04% is more than K-Nearest 
Neighbor algorithm 58.45% and Error mean for naive bayes algorithm is 0.050 and for K-Nearest 

Neighbor  is 0.92 ) 

 NBA,KNN N Mean Std. Deviation Std. Mean Error 

Accuracy NBA 2 88.04 0.00707 0.050 

 KNN 2 58.45 0.07071 0.0500 

Table 3: Independent Samples Test ( naive bayes algorithm appears to perform significantly better 
than k-nearest neighbors algorithm ) 

 
Levene’s 
Test for 

Equality of 
Variances 

Levene’s 
Test for 

Equality of 
Variances 

T-test for 
Equality of 

Means 

T-test for 
Equality 

of Means 

T-test for Equality of 
Means 

F Sig. t df Sig. (2-tailed) 

Accuracy Equal 
Variances 
assumed 

3.246 0.025 588.963 2 0.000 
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Equal 
Variances 

not 
assumed 

- - 588.963 1.020 0.001  

 
T-test for 

Equality of 
Means 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

T-test for Equality of Means 

Mean 
Difference 

Std.Error 
Difference 

95% 
Confidence 

lower 

95% Confidence 
upper 

 
Accuracy 

Equal 
Variances 
assumed 

29.59 0.05025 29.3 29.811 

Equal 
Variances 

not 
assumed 

29.59 0.05025 28.98 30.204 

 
 

 

Fig 1: Machine learning classifier architecture 
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Fig 2: Simple Bar Mean of Accuracy by NBA, KNN(Error mean for naive bayes algorithm is 0.050 and 
for K-nearest neighbor  is 0.92) Axis X: Algorithms ((Naive Bayes Algorithm, K-nearest neighbor 

Algorithm), Axis Y: Mean Accuracy of detection +/- 1 SD. 

Table 3 shows that the accuracy of the decision tree algorithm is approximately (89%) and k-nearest 
neighbor algorithm is approximately (58%).The accuracy varies for different sizes in decimals 

From  Table 4, it is observed that mean accuracy and standard deviation for decision tree algorithms 
is  89.4 and 0.07071.  For k-nearest neighbors the algorithm is 58.045 and 0.0707. 

From Table 5, it is observed the comparison of accuracy for spam detection classification using naive 
bayes algorithm and k- nearest neighbor algorithm. 

In performing statistical analysis, the decision tree algorithm obtained 0.07 standard deviation with 
0.050 standard error while k-nearest neighbors obtained 0.070 standard deviation with 0.0500 
standard error (Table 4). The significance value smaller than 0.001 showed that our hypothesis holds 
good. With respect to changes in the input values attributes in independent variables are profile, 
source, proofs and the corresponding output for dependent variables are internal user, external 
user. 

The bar chart in Fig 3 shows the comparison of mean accuracy for decision tree algorithm and k-
nearest neighbor algorithm. Naive bayes appear to produce more consistent results with minimal 
standard deviation. 

Table 3: Accuracy performance measure (Decision tree Algorithm, K-nearest neighbor Algorithm) 

Test Size 0.1 0.2 

Decision Tree Algorithm 89.4 89.05 

K-nearest neighbor Algorithm 58.04 58.05 

Table 4: Group Statistics ( Mean of Decision tree algorithm is 89.4% is more than K-nearest 
neighbor algorithm 58.45% and Error mean for decision tree algorithm is 0.050 and for K-nearest 

neighbor  is 0.05000 ) 

 DTA,KNN N Mean Std. Deviation Std. Mean Error 

Accuracy DTA 2 89.4 0.07071 0.0500 

 KNN 2 58.45 0.0707 0.05000 

Table 5: Independent Samples Test ( decision tree algorithm appears to perform significantly 
better than k-nearest neighbors algorithm ) 

 
Levene’s Test 
for Equality of 

Variances 

Levene’s Test 
for Equality of 

Variances 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

F Sig. t df Sig. (2-
tailed) 

Accuracy Equal 
Variances 
assumed 

2.346 0.028 438.406 2 0.000 

Equal 
Variances not 

assumed 

- - 438.406 1.080 0.001  

 
T-test for 

Equality of 
T-test for 

Equality of 
T-test for 

Equality of 
T-test for Equality of 

Means 



Nat. Volatiles & Essent. Oils, 2021; 8(5): 8516- 8530                                                                                                                                                  
 

 

8523 

Means Means Means 

Mean 
Difference 

Std.Error 
Difference 

95% 
Confidence 

lower 

95% Confidence 
upper 

 
Accuracy 

Equal 
Variances 
assumed 

31.000 0.07071 30.69576 31.30424 

Equal 
Variances 

not assumed 

31.000 0.0707 29.89686 31.60826 

 

 

Fig 3: Simple Bar Mean of Accuracy by DTA, KNN(Error mean for decision tree algorithm is 0.050 and 
for K-nearest neighbor  is 0.0500) Axis X: Algorithms ((Decision TreeAlgorithm, K-nearest neighbor 

Algorithm), Axis Y: Mean Accuracy of detection +/- 1 SD. 

Table 6 shows to observe the accuracy of the random forest algorithm is approximately (89%) and k-
nearest neighbor algorithm is approximately (58%).The accuracy varies for different sizes in decimals 

From  Table 7, it is observed that mean accuracy and standard deviation for random forest algorithm 
is  89.75 and 0.07071.  For k-nearest neighbors the algorithm is 58.45 and 0.0707. 

From Table 8, it is observed the comparison of accuracy for spam detection classification using 
random forest algorithm and k- nearest neighbor algorithm. 

In performing statistical analysis, the random forest algorithm obtained 0.0701 standard deviation 
with 0.050 standard error while k-nearest neighbors obtained 0.070 standard deviation with 0.0500 
standard error (Table 7). The significance value smaller than 0.001 showed that our hypothesis holds 
good. With respect to changes in the input values attributes in independent variables are profile, 
source, proofs and the corresponding output for dependent variables are internal user, external 
user. 

Figure 4 shows the bar chart representing the comparison of mean accuracy of random forest 
algorithm and k-nearest neighbor algorithm. Random forests appear to produce more consistent 
results with minimal standard deviation. 
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Table 6: Accuracy performance measure (Naive Bayes Algorithm, K-Nearest Neighbor Algorithm) 

Test Size 0.1 0.2 

Random forest Algorithm 89.75 89.85 

K-nearest neighbor Algorithm 58..4 58.5 

Table 7: Group Statistics ( Mean of Random Forest algorithm is 89.75% is more than K-Nearest 
Neighbor algorithm 58.45% and Error mean for naive bayes algorithm is 0.050 and for K-Nearest 

Neighbor  is 0.92 ) 

 RfA,KNN N Mean Std. Deviation Std. Mean Error 

Accuracy RFA 2 89.75 0.07071 0.5000 

 KNN 2 58.45 0.07071 0.0500 

Table 8: Independent Samples Test ( naive bayes algorithm appears to perform significantly better 
than k-nearest neighbors algorithm ) and naive bayes prediction models with value p<0.05. Both 

the algorithms are  significance levels less than 0.05. 
 

Levene’s Test 
for Equality of 

Variances 

Levene’s Test 
for Equality of 

Variances 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

F Sig. t df Sig. (2-
tailed) 

Accuracy Equal 
Variances 
assumed 

2.584 0.0002 468.953 2 0.000 

Equal 
Variances 

not 
assumed 

- - 468.953 2.001 0.001  

 
T-test for 

Equality of 
Means 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

T-test for Equality of 
Means 

Mean 
Difference 

Std.Error 
Difference 

95% 
Confidence 

lower 

95% Confidence 
upper 

 
Accuracy 

Equal 
Variances 
assumed 

31.3000 0.07071 30.9958 31.504 

Equal 
Variances 

not 
assumed 

31.3010 0.07071 29.985 31.604 
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Fig. 4: Simple Bar Mean of Accuracy by RFA, KNN(Error mean for Random Forest algorithm is 0.50 
and for K-nearest neighbor  is 0.92) Axis X: Algorithms ((Random Forest Algorithm, K-nearest 

neighbor Algorithm), Axis Y: Mean Accuracy of detection +/- 1 SD 

Table 9 shows to observe the accuracy of the random forest algorithm is approximately (89%) and 
naive bayes algorithm is approximately (88%).The accuracy varies for different sizes in decimals. 
From  Table 10, it is observed that mean accuracy and standard deviation for naive bayes algorithm 
is  89.75 and 0.07071.  For k-nearest neighbors the algorithm is 88.05 and 0.0707. From Table 11, it 
is observed the comparison of accuracy for spam detection classification using naive bayes algorithm 
and k- nearest neighbor algorithm. 

In performing statistical analysis, the random forest algorithm obtained 0.007 standard deviation 
with 0.050 standard error while naive bayes obtained 0.070 standard deviation with 0.0500 standard 
error (Table 10). The significance value smaller than 0.001 showed that our hypothesis holds good. 
With respect to changes in the input values attributes in independent variables are profile, source, 
proofs and the corresponding output for dependent variables are internal user, external user. 

Figure 6 shows the bar chart representing the comparison of mean accuracy of random forest 
algorithm and naive bayes algorithm. Random Forest appears to produce more consistent results 
with minimal standard deviation. 

Table 9: Accuracy performance measure (Random Forest,Naive Bayes Algorithm) 

Test Size 0.1 0.2 

Random Forest Algorithm 89.75 89.85 

Naive Bayes Algorithm 88.05 88.06 

Table 10: Group Statistics ( Mean of random forest algorithm is 89.75% is more than naive bayes 
algorithm 88.05% and Error mean for naive bayes algorithm is 0.050 and for K-Nearest Neighbor  is 

0.92 ) 

 NBA,KNN N Mean Std. Deviation Std. Mean Error 

Accuracy RFA 2 89.75 0.07071 0.0500 

 NBA 2 88.05 0.0707 0.00500 

Table 11: Independent Samples Test ( naive bayes algorithm appears to perform significantly 
better than k-nearest neighbors algorithm ) naive bayes prediction models with value p<0.05. Both 

the algorithms are  significance levels less than 0.05. 
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Levene’s Test 
for Equality of 

Variances 

Levene’s Test 
for Equality of 

Variances 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

F Sig. t df Sig. (2-
tailed) 

Accuracy Equal 
Variances 
assumed 

3.246 0.001 33.732 2 0.001 

Equal 
Variances 

not assumed 

- - 33.731 1.020 0.018 
 

 
T-test for 

Equality of 
Means 

T-test for 
Equality of 

Means 

T-test for 
Equality of 

Means 

T-test for Equality of 
Means 

Mean 
Difference 

Std.Error 
Difference 

95% 
Confidence 

lower 

95% Confidence 

upper 

 

Accuracy 

Equal 
Variances 
assumed 

1.69500 0.05025 1.489 1.91121 

Equal 
Variances 

not assumed 

1.69500 0.05025 1.08536 2.30464 
 

 

Fig. 6: Simple Bar Mean of Accuracy by RFA, NBA(Error mean for random forest algorithm is 0.050 
and for naive bayes  is 0.92) Axis X: Algorithms ((Random Forest Algorithm vs Naive Bayes 

Algorithm), Axis Y: Mean Accuracy of detection +/- 1 SD. 
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Table 12: Accuracy performance measure 

S.NO ALGORITHM ACCURACY 

1 Decision tree 89.4% 

2 K-Nearest Neighbors 58.45% 

3 Naive Bayes 88.05% 

4 Random Forest 89.75% 

 

 

Fig. 7: Comparison of different algorithms 

The proposed analysis of SMS spam detection accuracy of the Naive Bayes algorithm is 88.04% and 
K-Nearest Neighbors algorithm is 58.04%. Naive Bayes algorithms have better accuracy  than K-
Nearest Neighbors algorithms. The analysis of SMS spam detection accuracy of the Decision tree 
algorithm is 89.4% and K-Nearest Neighbors algorithm is 58.04%. Decision Tree algorithms have 
better accuracy  than K-Nearest Neighbors algorithms. The  analysis of SMS spam detection accuracy 
of the Random Forest  algorithm is 89.5% and K-Nearest Neighbors algorithm is 58.45%.Random 
Forest algorithms have better accuracy  than K-Nearest Neighbors algorithms. The proposed analysis 
of SMS spam detection accuracy of the Random Forest algorithm is 89.75% and Naive Bayes 
algorithm is 88.05%.Random Forest algorithms have better accuracy  than all other algorithms is 
shown Figure 7 and table 12. 

DISCUSSION 
In this study of spam detection classification, the naïve bayes algorithm has higher accuracy (88.04%) 
in comparison to K-Nearest Neighbor algorithm (58.04%). There is a statistical significant difference 
in accuracy for two algorithms is p<0.05, by performing independent samples tests in the SPSS 
statistical tool. Naive bayes algorithm appears to produce the most consistent results with minimal 
standard deviation. Mean and standard deviation are also calculated using the SPSS statistical tool. 
Standard error difference defines the error level and it gets while performing the experiment is less 
than 1 when it assumes with or without variances (i.e.,0.05025) which leads to very few errors 
occurring during the experiment. It considered the confidence level more than 85% and resulted in 
getting 88%. It can observe only slight differences when assumed with and without variances.The 
comparison results shows that the naive bayes algorithm has appeared to be better performance 
than k-nearest neighbor algorithm. 

From previous findings, Decision tree algorithms have better significance (p<0.05) when using the 
SPSS tool for statistical calculations. The mean accuracy and standard deviation for the naive bayes 
algorithm  is 88.044 and 0.00707.  For k-nearest neighbors, the algorithm is 58.04 and 0.0707. In 
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paper(Pandya 2019), Random forest and SVM(Support Vector Machine) innovative machine learning 
algorithms are implemented to identify  the spam words on messages which gives an accuracy of 
85%. In paper(Wei 2018), deep learning and  naive Bayes-like innovative algorithms are 
implemented to identify the spam words with a ccuracy of 81% and 86%. From these two papers, it 
can be observed that the proposed naive bayes algorithm has appeared to be better accuracy. On 
the basis of literature survey it is proved that the naive bayes algorithm has better accuracy 
compared with K-Nearest Neighbor algorithm. There are no opposing findings for comparing naive 
bayes algorithms with k-nearest neighbor algorithms. 

There are some limitations to this project which need to be overcome in the coming future 
implementation. The attributes that the dataset contains are very few to predict accuracy for spam 
detection  classification. If it increases the independent variables(attributes), then dependent 
variables performance will be improved adequately. In future, if the dataset contains many 
attributes the classifier can work efficiently and can improve the prediction accuracy. Attributes like 
profile, source, proofs can result in improved accuracy and exact precision values. 

CONCLUSION 
The proposed analysis of SMS spam detection accuracy of the Random Forest algorithms has better 
accuracy than all other algorithms. 
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