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Abstract: 

Information tagging is critical to the indexing process. Web portals based on question response mechanisms 

include Stack Overflow. There's a lot of information here, and it's arranged using tags. The study's goal is to 

develop a system that relies on self-tagging to track objects. It makes advantage of the 'Document-Term Matrix' 

idea to foretell different tags connected to a problem. This is accomplished by selecting all tags with probabilities 

greater than a predetermined threshold. The research contributes to demonstrating how machine learning models 

may be put to use. By doing so, it also creates a statistical link between accuracy and the amount of inquiries per 

tag. There is a benefit in optimising the parameters, such as how many tags there are for each question. 

 
1. Introduction: 

To begin, platforms for exchanging information and doing Q&A sessions are becoming increasingly 

popular. Quora, StackOverflow, Reddit, and OpenEDX are a few of the many examples. Although the 

amount of data accessible on these websites has multiplied several times, there is no effective solution 

to categorise data in this way that is automated. Users are typically required to tag their searches, which 

is counterintuitive. As a result of people failing to correctly categorise the issue, data becomes even 

more ambiguous. To efficiently classify information, automating the tagging process would be beneficial. 

By grouping information into discrete common categories, a system that allows autonomous tagging can 

enhance the user's experience. In addition, the user can be offered inquiries relating to his own 

problem, which will help him locate the solution quickly and effectively.- For question and answer 

systems, the article proposes a tag allocation approach that works automatically. The rise of online 

education has led to an increase in the use of question-and-answer forums as a source of information. 

You may find them on sites like Stack Overflow, Quora, as well as MOOCs from providers like Coursera 

and OpenEdX. There is an increasing amount of material accessible on these forums, but no efficient or 
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automatic technique of organising and classifying it so that it can be shown to users in an intelligible 

manner is available at this time. It would be helpful if a question submitted on a forum could 

automatically deduce and tag the topic. By grouping questions about common themes together for 

users to peruse, a system that automatically infers the topic of a question can improve the user 

experience on online forums. Some forums, like Quora, require members to explicitly insert tags 

associated with their queries in order to facilitate the grouping of common posts. Manually marking a 

post, on the other hand, is a hassle for users and reduces the overall quality of the service. We want to 

build a platform where postings' tags may be automatically deduced. To that aim, we've developed a 

system that automatically identifies questions posted on a forum based on many labels. We use a 

dataset of Stack Overflow questions to train and test our classifier. 

 

2. Literature Work 

Using text categorization, you may divide up a text's subject matter into several classes or tags. It utilises 

machine learning and natural language processing to analyse text. It's a classification issue with several 

labels, to put it simply. This work is motivated by research done after a thorough review of the available 

literature. 

One well-liked strategy is focused on the identification of algorithmic programming languages. Google 

Code Prettify and other syntax highlighting utilities automatically highlight syntax in provided code. 

Instead of using heuristics to highlight words, these systems don't truly detect languages. Broad 

grammars (such as Clike, Bashlike, and Xmllike) are preprogrammed in Google Code Prettify. 

As a result of this, grammars are employed to scan code, with the best matching grammar being utilised 

for highlighting. 

Languages that share a grammar are indistinguishable from one another, it is clear. Source Classifier, on 

the other hand, tries to identify a programming language based on a sample of source code. A basic 

Bayesian classifier is all that's required. As a result, its usefulness is constrained by the quality of the 

training data, and strings and comments can quickly derail it. 

Automatic content tagging is an alternative strategy that's becoming increasingly popular. Tag Combine 

is a method proposed by Xia et al. in one publication [7]. 

Using Tag Combine, you may apply the best tags to untagged objects by combining its three 

components. Multi-label ranking component that predicts tags using a multi-label learning algorithm, 

similarity-based ranking component that recommends tags based on similar objects, and tag-term 

ranking component that analyses the historical affinity of tags to certain words in order to suggest tags 

are the three main components. To select the optimum overall model, the recommendation algorithm 

painstakingly computes alternative weighted sums of the three components. 

Wang et al algorithm .'s En-TagRec, a tag recommendation system, is proposed in the second paper [21]. 

Using Bayesian Inference and Frequentist Inference, EnTagRec calculates tag prob-ability scores and 

then takes a weighted sum of the probability scores. 

As the name implies, Bayesian Inference makes use of the linguistic data in a post to estimate the 

likelihood that a certain tag is attached to it. Labeled Latent Dirichlet Allocation is used to generate post 

tag probability scores using EnTagRec's bag-of-words formulation. This method uses a preprocessed 

post to derive a set of tags, and then it uses a network of tags to choose additional tags that have 
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similarities with the ones already found. When building the tag network, nodes are the tags themselves 

and edges are calculated based on the Jaccard similarity of articles that contain those tags. 

 

3.Methodology 

 

 
 

Figure 1 depicts the research's overall procedure. Loading the data into the workspace is the first step in 

training a classifier. The classifiers in this research were trained and tested using the StackOverflow 

dataset. The unbalanced data need preprocessing. Unbalanced data refers to a situation in which 

inquiries pertaining to one tag are more numerous than those pertaining to another. For instance, 

javascript had 2,00,000 StackOverflow questions whereas the category of Windows only had 10,000 

queries [8]. To maintain the dataset's balance, the number of questions was fixed at 10,000 for each tag. 

A Document-term Ma-trix is created once the data has been preprocessed. The most popular 

representation of texts for proper calculation is a Document-term matrix. In the following file, the matrix 

entries represent the frequency with which certain words occur. It employs a bag-of-words technique 

and may be imported from a text dataset, thus it doesn't care about token order. 

Thus, a matrix with document IDs as rows and vocabulary components as columns is created using this 

strategy. Removed stop words (words that don't have a meaning on their own) and utilised stemmer to 

return stem words (a stem is an affix that may be appended to the root word) were the results of the 

development of matrix, as well. Deleted were all of the sparse entries, which were terms with a 

frequency of less than 2%. Using the method build container, Document-Term Matrix was then divided 

into a container that was supplied into the machine learning algorithms as a series of objects. Seventy 

percent of the Document Term matrix's data were used for training, while the remaining thirty percent 

were preserved for testing. 
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4. Prediction Models 

The stackoverflow dataset was used to train classifiers including Random-Forest, SVM, NeuralNet, SLDA, 

and MAXENT, among others. Overall, Random Forest and SVM performed best, followed closely by 

Random Forest and Support Vector Machine (SVM). 

 

Random Forests: A mixture of learning models is used in the Bagging approach. Using several Decision 

Trees, a supervised learning system called Random Forest[23] learns by doing. Various decision trees' 

results are combined to provide a more accurate and reliable forecast. By adjusting parameters like n 

estimators, random state, and max features, we can get even better results from our model. Random 

forest has the benefit of being applicable to both classification and regression tasks. Additionally, 

Random Forest eliminates overfitting, which is a common problem in machine learning. The classifier 

won't overfit the model since the forest has enough trees [15]. A p-dimensional input vector is used in 

the construction of a forest, and it contains the input vector X = x1; x2;::; xp. For each tree in the forest, 

the output estimates the real value aY 1 = T 1(X);:::; Y m = Tm(X), where m=1. In the forest, there are K 

trees T1(x), T2(x), and so on. The final result is the average of all the anticipated values from various 

trees. Tm(X), where m is a positive integer, and :::; K is the result. The final result is the average of all the 

anticipated values from various trees. 

The input and output data are used to create the training dataset. 

There are two training datasets, one for the input vector and the other for the output vector, with the 

difference being that the training dataset for the input vector is xi; I = 1 and the training dataset for the 

output vector is yi; I = 1 and the training dataset for the output vector is yn; yn. The training method is 

used to grow each tree. Minimization of mean square errors is used to assess the estimated error and 

accuracy for the random forest (M SE). 

M SE is used to find the best forest trees. Testing data is sent to the right or left child of each split node 

until it reaches the leaf node. 

If we take a given input sample and estimate the forest's tree Y (Xi) output using this equation (), we get 

the following results: Yi represents observed tree Y output, and n indicates the total number of samples 

taken. However, choosing the number of trees in a random forest is tricky. We've used a large number 

of trees in this study =100[4]. 

 

Support Vector Machine (SVM): Another classifier utilised was a supervised learning model called 

Support Vector Machine. Classification and regression analysis data are both analysed using this 

programme. The characteristics in our training data may be divided into two groups. This method 

creates a model from practise data and uses it to sort test data into one of two groups. The SVM's 

performance is determined by the kernel, kernel parameter, and margin parameter C that are all 

chosen. Overfitting may be avoided by using this method. We can even model nonlinear relationships 

using SVM models, which support kernels. As a result, it's more durable, thanks to its emphasis on 

margin [22]. Using SVMs, you may create linear classifiers that are theoretically guaranteed to perform 

well in the real world. If a linear classifier can be discovered such that yi*f(xi) > 0, I = 1,..., l, then a set of 

points (xi; yi), I = 1, is said to be linearly separable. As long as yi(-margin separating hyperplane) >= for all 

the (xi, yi) values in the set S, the hyperplane has the property of being dubbed the "minus margin" or "-

margin" separating hyperplane. The margin is shown above as [17] (obviously greater than zero). A 
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classifier with the biggest margin that successfully differentiates training points is what we're looking 

for. After classifiers were trained, RTextTools' inbuilt classify model function tested them against a test 

dataset. When it comes to machine learning, the most critical stage is interpreting the findings, and 

RText-Tools' generate analytics() function makes it easy for users to do just that. In order to obtain a 

thorough result, the summary function is used to the analytics output. 

 

5. Results 

 

 
 

Precision, Recall, and F1 score [25] are the assessment metrics we used to gauge the classifier's 

performance. To guarantee a constant level of performance, the research was 10-fold cross-validated. It 

aided in the correction of blunders as well. 

K-Fold Cross Validation. These are the outcomes of predictions produced using different combinations of 

tags and the aforementioned classifiers. The accuracy was 2.7% while using the skewed dataset. 

After the dataset was balanced, the number of tags was adjusted by producing a dataset with 10,000 

questions matching to each tag. Since 70% of the dataset was used to train the data, there were 7,000 

questions to train on and 3,000 questions to test the classifiers on. Random forest had a precision of 62 

percent with 11 tags, whereas SVM had a precision of 63.33 percent. SVM precision improved by 64% 

while random forest precision grew by 62.9 percent when tags were raised to 12. As the number of tags 

was increased to 14, the SVM model's precision fell to 62% and the Random forest model's precision fell 

to 61.112%. In SVM and Random forest, increasing the number of tags to 15 had no influence on 

precision; the results stayed at the same level, at 62 percent and at 61.04 percent, respectively. 

Increasing the number of tags to 20 resulted in a further loss of precision, resulting in a precision of 55% 

for SVM and 54.34% for Random Forest. SVM had a 62 percent precision and Random forest had a 

60.47% precision while using 24 tags. 

To summarise the findings, see Fig. 2 and Table 1. 
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There should be as many data points in the training as possible. Taking points from training to testing 

means losing data points in training, and this can lead to underfitting and overfitting. K-fold cross 

validation [12] is now being utilised to solve this issue. The primary concept is to divide the dataset into 

equal-sized k-bins. Using this method, the dataset was separated into 10 groups of equal size. 3 random 

bins are used for testing, while the remaining 7 bins are used to train the algorithm. This procedure was 

performed ten times, resulting in varying degrees of accuracy for the various prediction models. Figure 3 

demonstrates the precision's k-fold cross validation. The graph clearly shows that accuracy does not 

fluctuate greatly, hence the model may be considered robust based on this data. 

 

6. Conclusion 

Document Term Matrix-based categorization techniques underlie the completed work. Random forest 

and svm models were used to implement the proposed classification system, which yielded the best 

results. Tags and questions per tag were varied to achieve an optimal prediction of 64%, recall of 60%, 

and an F1 score of 62.7 percent for a sampled portion of the dataset with the 12 most popular tags and 

10,000 questions per tag. Future work will include increasing the precision by utilising jaccard distance 

[18] to quantify question similarity and adding that value to the word document matrix [21,22]. It will 

make tagging more accurate by putting related questions together. Furthermore, we made use of a few 

well-known tags in order to reduce the overall accuracy. As a result, our next step is to expand our 

prediction system's coverage to include more popular tags. Using modern approaches like deep 

learning, we hope to get a deeper understanding of the dataset [14-19]. Deep learning approaches will 

undoubtedly extract more information from this dataset than current statistical methods since the 

dataset is so rich in knowledge [23-26]. 
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