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Abstract 

Let G = 〈V, E〉 be an intuitionistic fuzzy graph. A function f: V → [0,1] is called an independent function if dNμ[v] = 1, dNν[v] ≠

1 for every v ∈ V, where  μ1(v) > 0, ν1(v) ≠ 1. An independent function f is maximal if dNμ[v] ≥ 1, dNν[v] ≠ 1 for every v ∈

V, where μ1(v) = 0, ν1(v) ≠ 1. The parameters of an intuitionistic fuzzy graph, such as the independent domination number 

(iif) and the independence number (β0if), are also defined. 
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1. Introduction 

Let a graph 𝐺 = (𝑉, 𝐸) and 𝑓: 𝑉 → [0,1] be a function which weights are assigns to each vertex 

of a graph in the interval [0,1]. We say 𝑓 is dominating function(DF) if 𝑓(𝑁[𝑣]) = ∑ 𝑓(𝑢) ≥ 1𝑢∈𝑁[𝑣]  for 

every 𝑣 ∈ 𝑉. We say that a dominating function 𝑓 is a minimal dominating function(MDF) if for all 

function 𝑔: 𝑉 → [0, 1] with 𝑔 < 𝑓, 𝑔 is not a dominating function of 𝐺. Then the fractional domination 

number and upper fractional dominating number of 𝐺  can be defined as 𝛾𝑓(𝐺) = min{|𝑓| ∶

𝑓 𝑖𝑠 𝑎𝑛 𝑀𝐷𝐹 𝑜𝑓 𝐺} andΓ𝑓(𝐺) = max{|𝑓| ∶ 𝑓 𝑖𝑠 𝑎𝑛 𝑀𝐷𝐹 𝑜𝑓 𝐺 } in [2,3,4]. Motivated by this concept M. 

G. Karunambigai et al.[5] introduced the concept of dominating function, minimal dominating function, 

intuitionistic fractional domination number and upper intuitionistic fractional domination number of an 

intuitionistic fractional graph. The concept of fractional independent function was introduced by S. 

Arumugam et al. [1]. Let 𝐺 = (𝑉, 𝐸) be a graph. A function 𝑓: 𝑉 → [0,1] is called a independent function 

if for every 𝑣 with 𝑓(𝑣) > 0, we have  ∑ 𝑓(𝑢) = 1𝑢∈𝑁[𝑣] . An independent function 𝑓 is called a maximal 

independent function(MIF) if for every 𝑣 with 𝑓(𝑣) = 0, we have  ∑ 𝑓(𝑢) ≥ 1𝑢∈𝑁[𝑣] . Then the fractional 

independence number and fractional independent domination number of G can be defined as 𝛽0𝑓(𝐺) =

max{|𝑓| ∶ 𝑓 𝑖𝑠 𝑎𝑛 𝑀𝐼𝐹 𝑜𝑓 𝐺} and 𝑖𝑓(𝐺) = min{|𝑓| ∶ 𝑓 𝑖𝑠 𝑎𝑛 𝑀𝐼𝐹 𝑜𝑓 𝐺}. Articles [1,5] motivated us to 

analyze the intuitionistic fuzzy independent function parameters of intuitionistic fuzzy graphs. Section 2 

contains preliminaries and in section 3, we introduce the concept of independent function, maximal 

independent function, boundary set and positive set of an intuitionistic fuzzy graph(IFG). Also it deals 

with several results on independent function in IFGs and in Section 4, concludes the paper. 

2. Preliminaries 

An intuitionistic fuzzy graph(IFG)[7] is of the form 𝑮 = 〈𝑽,𝑬〉 where 𝑽 = {𝒗𝟏, 𝒗𝟐… , 𝒗𝒏} such 

that 𝝁𝟏: 𝑽 → [𝟎, 𝟏] and 𝝂𝟏: 𝑽 → [𝟎, 𝟏] denote the degree of membership function and nonmembership 

function of 𝒗𝒊 ∈ 𝑽,  respectively, and 𝟎 ≤ 𝝁𝟏(𝒗𝒊) + 𝝂𝟏(𝒗𝒊) ≤ 𝟏,  for every 𝒗𝒊 ∈ 𝑽, (𝒊 = 𝟏, 𝟐,…𝒏)  and 

𝐄 ⊆ 𝐕 × 𝐕 where 𝝁𝟐: 𝑽 × 𝑽 → [𝟎, 𝟏] and 𝝂𝟐: 𝑽 × 𝑽 → [𝟎, 𝟏] denote the degree of membership function 

and nonmembership function of (𝒗𝒊, 𝒗𝒋) ∈ 𝑬,such that 𝝁𝟐(𝒗𝒊, 𝒗𝒋) ≤ 𝒎𝒊𝒏[𝝁𝟏(𝒗𝒊), 𝝁𝟏(𝒗𝒋)], 𝝂𝟐(𝒗𝒊, 𝒗𝒋) ≤

𝒎𝒂𝒙[𝝂𝟏(𝒗𝒊), 𝝂𝟏(𝒗𝒋)] and 𝟎 ≤ 𝝁𝟐(𝒗𝒊, 𝒗𝒋) + 𝝂𝟐(𝒗𝒊, 𝒗𝒋) ≤ 𝟏 for every (𝒗𝒊, 𝒗𝒋) ∈ 𝑬, (𝒊, 𝒋 = 𝟏, 𝟐,…𝒏). An 

intuitionistic fractional graph 𝐆 = (𝐕, 𝐄) is a pair in which is a finite set or fuzzy set or intuitionistic fuzzy 
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set and 𝑬 is a finite set or fuzzy set or intuitionistic fuzzy set of 2-element subsets of 𝑽. An intuitionistic 

fuzzy graph is a generalisation of the concept of an intuitionistic fractional graph. The closed 

neighbourhood degree of the vertex 𝒗 ∈ 𝑽  of an IFG  𝑮 = 〈𝑽,𝑬〉 , is defined as 𝒅𝑵[𝒗] =

(𝒅𝑵𝝁[𝒗], 𝒅𝑵𝝂[𝒗])  where 𝒅𝑵𝝁[𝒗] = [𝜮𝒘∈𝑵(𝒗)𝝁𝟏(𝒘)] + 𝝁𝟏(𝒗)  and 𝒅𝑵𝝂[𝒗] = [𝜮𝒘∈𝑵(𝒗)𝝂𝟏(𝒘)] + 𝝂𝟏(𝒗) 

[8]. In this section, we present some basic definitions.  

Definition 2.1 [5] 

A function 𝒇𝝁𝟏: 𝑽 → [𝟎, 𝟏] is called a 𝝁 −dominating function of 𝐆 = (𝐕, 𝐄) if the closed neighborhood 

degree of a vertex 𝒗 ∈ 𝑽 such that  𝒇 (𝒅𝑵𝝁𝟏[𝒗]
) = ∑ 𝝁𝟏(𝒖) ≥ 𝟏𝒖∈𝑵𝝁𝟏[𝒘]

 for every 𝒗 ∈ 𝑽. 

Definition 2.2 [5] 

A function 𝒇𝝂𝟏: 𝑽 → [𝟎, 𝟏] is called a 𝛎 −dominating function of 𝐆 = (𝐕, 𝐄) if the closed neighborhood 

degree of a vertex 𝒗 ∈ 𝑽 where 𝛎𝟏(𝐯) ≠ 𝟏 such that  𝒇 (𝒅𝑵𝝂𝟏[𝒗]
) = ∑ 𝝂𝟏(𝒖) < 𝟏𝒖∈𝑵𝝂𝟏[𝒘]

 for every 𝒗 ∈

𝑽. 

Definition 2.3 [5] 

A function 𝒇𝝁𝟏,𝝂𝟏: 𝑽 → [𝟎, 𝟏] is called a dominating function if it is 𝛍 −dominating and 𝛎 −dominating 

function of 𝐆  with 𝟎 ≤ 𝒇𝝁𝟏(𝒗) + 𝒇𝝂𝟏(𝒗) ≤ 𝟏  for each 𝒗 ∈ 𝑽  or A function 𝒇 = 𝒇𝝁𝟏,𝝂𝟏: 𝑽 → [𝟎, 𝟏]  is 

called a dominating function of 𝐆 = (𝐕, 𝐄) in which 𝐕 is a intuitionistic fuzzy set and 𝐄 is a 2-element 

subsets of 𝐕 if the closed neighborhood degree of a vertex 𝒗 ∈ 𝑽 where 𝝁𝟏(𝒗) ≥ 𝟎, 𝝂𝟏(𝒗) ≠ 𝟏 such 

that ∑ 𝝁𝟏(𝒖) ≥ 𝟏𝒖∈𝑵𝝁𝟏[𝒗]
 , ∑ 𝝂𝟏(𝒖) < 𝟏𝒖∈𝑵𝝂𝟏[𝒗]

 for every 𝒗 ∈ 𝑽  with 𝟎 ≤ 𝒇𝝁𝟏(𝒗) + 𝒇𝝂𝟏(𝒗) ≤ 𝟏  for 

each 𝒗 ∈ 𝑽.  

Definition 2.4 [5] 

An dominating function 𝒇 = 𝒇𝝁𝟏,𝝂𝟏  of 𝐆 is called a minimal dominating function(MDF) if for every 𝒗 ∈ 𝑽, 

where 𝝂𝟏(𝒗) ≠ 𝟏 such that ∑ 𝝁𝟏(𝒖) = 𝟏𝒖∈𝑵𝝁𝟏[𝒗]
, ∑ 𝝂𝟏(𝒖) < 𝟏𝒖∈𝑵𝝂𝟏[𝒗]

 for any 𝒖 ∈ 𝑵[𝒗]. 

Definition 2.5 [5] 

The intuitionistic fractional domination number of 𝐆, denoted by  𝜸𝒊𝒇(𝑮) is defined as, 𝜸𝒊𝒇(𝑮) =

𝒎𝒊𝒏{|𝒇| ∶ 𝒇 𝒊𝒔 𝒂𝒏 𝑴𝑫𝑭 𝒐𝒇 𝑰𝑭𝑮 }  where |𝒇| = ∑ 𝒇(𝒗)𝒗∈𝑽 = (∑ 𝒇𝝁𝟏(𝒗)𝒗∈𝑽 , ∑ 𝒇𝝂𝟏(𝒗)𝒗∈𝑽 )  or 𝜸𝒊𝒇(𝑮) =

(𝜸𝒊𝒇𝝁𝟏
(𝑮), 𝜸𝒊𝒇𝝂𝟏

(𝑮)) where 𝜸𝒊𝒇𝝁𝟏
 is a 𝒇𝝁𝟏 −intuitionistic fractional domination number and 𝛄𝐢𝐟𝛎𝟏

 is a  

𝒇𝝂𝟏 −intuitionistic fractional domination number of 𝐆. 

Definition 2.6 [5] 

The upper intuitionistic fractional domination number of 𝐆, denoted by 𝜞𝒊𝒇(𝑮) is defined as, 𝜞𝒊𝒇(𝑮) =

𝒎𝒂𝒙{|𝒇| ∶ 𝒇 𝒊𝒔 𝒂𝒏 𝑴𝑫𝑭 𝒐𝒇 𝑰𝑭𝑮}  where |𝒇| = ∑ 𝒇(𝒗)𝒗∈𝑽 = (∑ 𝒇𝝁𝟏(𝒗)𝒗∈𝑽 , ∑ 𝒇𝝂𝟏(𝒗)𝒗∈𝑽 )  or 𝜞𝒊𝒇(𝑮) =

(𝜞𝒊𝒇𝝁𝟏
(𝑮), 𝜞𝒊𝒇𝝂𝟏

(𝑮)) where 𝜞𝒊𝒇𝝁𝟏
 is a 𝒇𝝁𝟏 −upper intuitionistic fractional domination number and 𝜞𝒊𝒇𝝂𝟏

 

is a 𝒇𝝂𝟏 −upper intuitionistic fractional domination number of 𝐆. 

Definition 2.7 [6]  

A function 𝒇 = 𝒇𝝁𝟏,𝝂𝟏: 𝑽 → [𝟎, 𝟏] is called an irredundant function of 𝑮 = (𝑽, 𝑬) in which 𝑽 is a 

intuitionistic fuzzy set and 𝑬 is a 2-element subsets of 𝑽 if for every 𝒗 ∈ 𝑽 where 𝝁𝟏(𝒗) ≥ 𝟎, 𝝂𝟏(𝒗) ≠ 𝟏 

such that ∑ 𝝁𝟏(𝒖) = 𝟏𝒖∈𝑵𝝁𝟏[𝒘]
 , ∑ 𝝂𝟏(𝒖) < 𝟏𝒖∈𝑵𝝂𝟏[𝒘]

 for any 𝒘 ∈ 𝑵[𝒗] with 𝟎 ≤ 𝒇𝝁𝟏(𝒗) + 𝒇𝝂𝟏(𝒗) ≤ 𝟏 

for each 𝒗 ∈ 𝑽. An irredundant function 𝒇 = 𝒇𝝁𝟏,𝝂𝟏 of 𝑮 is called a maximal irredundant function if for 

all function 𝒈:𝑽(𝑮) → [𝟎, 𝟏] with 𝒈 < 𝒇, 𝒈 is not an irredundant function. Then the intuitionistic 
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fractional irredundance number and upper intuitionistic fractional irredundance number of 𝑮is defined 

as, 𝒊𝒓𝒊𝒇(𝑮) = 𝐦𝐢𝐧{|𝒇| ∶ 𝒇  is an maximal  irredundant function of G }  or 𝒊𝒓𝒊𝒇(𝑮) =

(𝒊𝒓𝒊𝒇𝝁𝟏
(𝑮), 𝒊𝒓𝒊𝒇𝝂𝟏

(𝑮)) and  𝑰𝑹𝒊𝒇(𝑮) = 𝒎𝒂𝒙{|𝒇| ∶ 𝒇  is an maximal  irredundant function of G} where or 

𝑰𝑹𝒊𝒇(𝑮) = (𝑰𝑹𝒊𝒇𝝁𝟏
(𝑮), 𝑰𝑹𝒊𝒇𝝂𝟏

(𝑮))  where |𝒇| = ∑ 𝒇(𝒗)𝒗∈𝑽 = (∑ 𝒇𝝁𝟏(𝒗)𝒗∈𝑽 , ∑ 𝒇𝝂𝟏(𝒗)𝒗∈𝑽 ) ,  𝒊𝒓𝒊𝒇𝝁𝟏
 is a 

𝒇𝝁𝟏 −  intuitionistic fractional irredundance number, 𝒊𝒓𝒊𝒇𝝂𝟏
 is a  𝒇𝝂𝟏 −  intuitionistic fractional 

irredundance number of 𝐆, 𝑰𝑹𝒊𝒇𝝁𝟏
 is a 𝒇𝝁𝟏 −upper intuitionistic fractional irredundance number and 

𝑰𝑹𝒊𝒇𝝂𝟏
 is a 𝒇𝝂𝟏 −upper intuitionistic fractional irredundance number of 𝑮. 

In the above definitions, we denote the function name 𝒇𝝁𝟏 by 𝝁𝟏, 𝒇𝝂𝟏 by 𝝂𝟏,   𝒇𝝁𝟏,𝝂𝟏 by 𝒇 and the 

closed neighborhood degree of a vertex 𝒗 ∈ 𝑽  denote 𝒇(𝒅𝑵𝝁𝟏[𝒗]
) = ∑ 𝝁𝟏(𝒖)𝒖∈𝑵𝝁𝟏[𝒗]

 by 𝒅𝑵𝝁[𝒗]  , 

𝒇 (𝒅𝑵𝝂𝟏[𝒗]
) = ∑ 𝝂𝟏(𝒖)𝒖∈𝑵𝝂𝟏[𝒗]

 by 𝒅𝑵𝝁[𝒗]  by notational convenience for using the forthcoming 

theorems and results.  

3. Independent function on intuitionistic fuzzy graph 

Definition 3.1 

A function 𝜇1: 𝑉 → [0,1] of an IFG, 𝐺 = 〈𝑉, 𝐸〉 is called 𝜇1 −independent function of G if 𝑑𝑁𝜇[𝑣] = 1 for 

every 𝑣 ∈ 𝑉, where 𝜇1(𝑣) > 0. 

Definition 3.2  

A 𝜇1 −independent function of an IFG, 𝐺 = 〈𝑉, 𝐸〉 is called maximal  𝜇1 − independent function of G if 

𝑑𝑁𝜇[𝑣] ≥ 1 for every 𝑣 ∈ 𝑉, where 𝜇1(𝑣) = 0. 

Definition 3.3 

A function 𝜈1: 𝑉 → [0,1] of an IFG, 𝐺 = 〈𝑉, 𝐸〉 is called 𝜈1 −independent function of G if 𝑑𝑁𝜈[𝑣] < 1 for 

every 𝑣 ∈ 𝑉, where 𝜈1(𝑣) ≠ 1. 

Definition 3.4  

A 𝜈1 −independent function of an IFG, 𝐺 = 〈𝑉, 𝐸〉 is called maximal  𝜈1 − independent function of G if 

𝑑𝑁𝜈[𝑣] ≠ 1 for every 𝑣 ∈ 𝑉, where 𝜈1(𝑣) ≠ 1. 

Definition 3.5  

A independent function 𝑓: 𝑉 → [0,1] of an IFG, 𝐺 = 〈𝑉, 𝐸〉 is a 𝜇1-independent function and a 𝜈1-

independent function on G, where the values of 𝑓 are of the kind 〈𝜇1, 𝜈1〉 and 𝜇1(𝑣) + 𝜈1(𝑣) ≤ 1 for all 

𝑣 ∈ 𝑉. 

Definition 3.6  

Let 𝐺 = 〈𝑉, 𝐸〉 be an IFG. A independent function 𝑓: 𝑉 → [0,1] is called a maximal independent function 

of 𝐺 if there does not exist a independent function 𝑓 ≠ 𝑔, for which 𝑔(𝑣) ≤ 𝑓(𝑣) for every 𝑣 ∈ 𝑉.  

Equivalently a function  𝑓  is said to be maximal independent function of G if it is a maximal 

𝜇1 −independent function and a maximal 𝜈1 −independent function of G, that is 𝑑𝑁𝜇[𝑣] ≥ 1, 𝑑𝑁𝜈[𝑣] ≠

1 for every 𝑣 ∈ 𝑉, where  𝜇1(𝑣) ≥ 0, 𝜈1(𝑣) ≠ 1. 

Remark 3.7 

Let 𝑓: 𝑉 → [0,1]  is a independent function on an intuitionistic fuzzy graph 𝐺 = 〈𝑉, 𝐸〉  where 𝑓 =

{𝑓1, 𝑓2, … , }. Then 𝑓 is a maximal independent function of 𝐺 (i.e., 𝑓 = {𝑓𝑖 ∶ 𝑓𝑖 ≠ 𝑓𝑗, 𝑓𝑖(𝑣) ≤ 𝑓𝑗(𝑣) for all 
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𝑣 ∈ 𝑉, 𝑖, 𝑗 = 1,2,… }) if and only if whenever 𝜇1(𝑢) > 0, 𝜈1(𝑢) ≠ 1 there exists some 𝑣 ∈ 𝑁[𝑢] such 

that 𝑑𝑁𝜇[𝑢] = 1, 𝑑𝑁𝜈[𝑢] < 1 and 𝑢 dominates 𝑣.  

Definition 3.8  

The independent domination number 𝑖𝑖𝑓(𝐺) and the independence number 𝛽0𝑖𝑓(𝐺) of an IFG 𝐺 are 

defined as 

(i) 𝑖𝑖𝑓(𝐺) = (𝑖𝑖𝑓𝜇1
(𝐺), 𝑖𝑖𝑓𝝂𝟏

(𝐺)) where 𝑖𝑖𝑓𝜇1  is a 𝜇1 − independent domination number and 𝑖𝑖𝑓𝝂𝟏
 is a  

𝜈1 −  independent domination number of 𝐺 . Equivalently 𝑖𝑖𝑓(𝐺) = 𝑚𝑖𝑛{|𝑓𝑗| ∶ 𝑓𝑗 is a maximal 

independent function of IFG }  where 𝑚𝑖𝑛{|𝑓𝑗|} = 𝑚𝑖𝑛{|〈𝜇1, 𝜈1〉|} = (min|𝜇1|,min|𝜈1|) , |𝜇1| =

∑ 𝜇1(𝑣𝑖)𝑣𝑖∈𝑉 , |𝜈1| = ∑ 𝜈1(𝑣𝑖)𝑣𝑖∈𝑉 , 𝑖 = 1,2,… , 𝑛, 𝑗 = 1,2, …. 

(ii) 𝛽0𝑖𝑓(𝐺)  = (𝛽0𝑖𝑓𝜇1
(𝐺),  𝛽0𝑖𝑓𝜈1

(𝐺)) where 𝛽0𝑖𝑓𝜇1
 is a 𝜇1 − independence number and  𝛽0𝑖𝑓𝜈1

 is a                          

𝜈1 − independence number of 𝐺. Equivalently 𝛽0𝑖𝑓(𝐺) = 𝑚𝑎𝑥{|𝑓𝑗| ∶ 𝑓𝑗 is a maximal independent 

function of IFG }  where 𝑚𝑎𝑥{|𝑓𝑗|} = 𝑚𝑎𝑥{|〈𝜇1, 𝜈1〉|} = (max|𝜇1|,max|𝜈1|) , |𝜇1| = ∑ 𝜇1(𝑣𝑖)𝑣𝑖∈𝑉 , 

|𝜈1| = ∑ 𝜈1(𝑣𝑖)𝑣𝑖∈𝑉 . 

The problem of finding the independent domination number(𝑖𝑖𝑓) and independence number(𝛽0𝑖𝑓) of 

an IFG which is equivalent to finding the optimal solution of the following linear programming problem. 

(a) 𝑖𝑖𝑓𝜇1
= 𝑚𝑖𝑛 𝑐𝑋𝑖𝑓 = ∑ 𝜇1(𝑣𝑖)

𝑛
𝑖=1 , Subject to 𝑑𝑁𝜇[𝑣𝑖] ≥ 1⃗

  with 𝜇1(𝑣𝑖) ∈ [0,1] ∀ 𝑣𝑖 ∈ 𝑉(𝐺) 

(b)  𝑖𝑖𝑓𝜈1 = 𝑚𝑖𝑛 𝑐𝑋𝑖𝑓 =
∑ 𝜈1(𝑣𝑖)
𝑛
𝑖=1 , Subject to 𝑑𝑁𝜈[𝑣𝑖] ≥ 1⃗

  with 𝜈1(𝑣𝑖) ∈ [0,1] ∀ 𝑣𝑖 ∈ 𝑉(𝐺) 

(c) 𝛽0𝑖𝑓𝜇1
= 𝑚𝑎𝑥 𝑐𝑋𝑖𝑓 = ∑ 𝜇1(𝑣𝑖)

𝑛
𝑖=1 , Subject to 𝑑𝑁𝜇[𝑣𝑖] ≤ 1⃗  with 𝜇1(𝑣𝑖) ∈ [0,1] ∀ 𝑣𝑖 ∈ 𝑉(𝐺) 

(d)  𝛽0𝑖𝑓𝜈1
= 𝑚𝑎𝑥 𝑐𝑋𝑖𝑓 = ∑ 𝜈1(𝑣𝑖)

𝑛
𝑖=1 , Subject to 𝑑𝑁𝜈[𝑣𝑖] ≤ 1⃗  with 𝜈1(𝑣𝑖) ∈ [0,1] ∀ 𝑣𝑖 ∈ 𝑉(𝐺) 

Note that 𝑑𝑁𝜇[𝑣𝑖] = 𝑁. 𝑋𝑖𝑓 where 𝑁 is the closed neighborhood of 𝜇1 − independent function value of 

the matrix , 𝑋𝑖𝑓 = [𝜇1(𝑣1), 𝜇1(𝑣2), … , 𝜇1(𝑣𝑛)]
𝑡  & 1⃗ = [1,1,… ,1]𝑡  be the column vector, 𝑐 = 1𝑖⃗⃗  ⃗ =

[1,1,… ,1] , 𝑖 = 1,2, … , 𝑛  be the row vector. Similarly 𝑑𝑁𝜈[𝑣𝑖] = 𝑁. 𝑋𝑖𝑓 where 𝑁  is the closed 

neighborhood of 𝜈1 − independent function value of the matrix and 𝑋𝑖𝑓 = [𝜈1(𝑣1), 𝜈1(𝑣2),… , 𝜈1(𝑣𝑛)]
𝑡 

be the column vector. 

The above L.P.P. is to be solved by using Linear Program Solver 

software(LiPS). 

Remark 3.9  

Since every maximal independent function is an minimal 

dominating function, we have 

𝛾𝑖𝑓𝜇1
(𝐺) ≤ 𝑖𝑖𝑓𝜇1

(𝐺) ≤ 𝛽0𝑖𝑓𝜇1
(𝐺) ≤ Γ𝑖𝑓𝜇1

(𝐺) and   

𝛾𝑖𝑓𝜈1
(𝐺) = 𝑖𝑖𝑓𝜈1

(𝐺) <  𝛽0𝑖𝑓𝜈1
(𝐺) ≤ Γ𝑖𝑓𝜈1

(𝐺). 

Hence we obtain the following analogue of domination chain 

for the intuitionistic fuzzy domination: 

𝑖𝑟𝑖𝑓𝜇1
(𝐺) ≤ 𝛾𝑖𝑓𝜇1

(𝐺) ≤ 𝑖𝑖𝑓𝜇1
(𝐺) ≤ 𝛽0𝑖𝑓𝜇1

(𝐺) ≤ Γ𝑖𝑓𝜇1
(𝐺) ≤

𝐼𝑅𝑖𝑓𝜇1
(𝐺) and   Fig 1 

 (0,0.4) 

𝑣2(1,0) 

 

𝑣3(0,0.3) 

 
  (1,0)𝑣4 

 

(0,0.4)𝑣5 

 

𝑣1(0,0.2) 

 

(0,0.2)   (0,0.4) 

 

(0,0.3) 

(0,0.3) 
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𝑖𝑟𝑖𝑓𝜈1
(𝐺) = 𝛾𝑖𝑓𝜈1

(𝐺) = 𝑖𝑖𝑓𝜈1
(𝐺) < 𝛽0𝑖𝑓𝜈1

(𝐺) ≤ Γ𝑖𝑓𝜈1
(𝐺) ≤ 𝐼𝑅𝑖𝑓𝜈1

(𝐺) 

Example 3.10 

Here 𝑉 = {𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5} and 𝐸 = {𝑣1𝑣2, 𝑣2𝑣3, 𝑣3𝑣4, 𝑣4𝑣5, 𝑣5𝑣1}. 

 

In Figure 1, 𝑁[𝑣1] = {𝑣1,𝑣2, 𝑣5}, 𝑁[𝑣2] = {𝑣1,𝑣2, 𝑣3},  

𝑁[𝑣3] = {𝑣2,𝑣3, 𝑣4}, 𝑁[𝑣4] = {𝑣3, 𝑣4, 𝑣5}, 𝑁[𝑣5] = {𝑣1, 𝑣4, 𝑣5} 

Then               𝑑𝑁𝜇[𝑣𝑖] =

{
 
 

 
 
   1   𝑖𝑓 𝑣𝑖 = 𝑣1
1 𝑖𝑓 𝑣𝑖 = 𝑣2
2 𝑖𝑓 𝑣𝑖 = 𝑣3
1 𝑖𝑓 𝑣𝑖 = 𝑣4
  1   𝑖𝑓 𝑣𝑖 = 𝑣5

, 𝑑𝑁𝜈[𝑣𝑖] =

{
 
 

 
 
0.6 𝑖𝑓 𝑣𝑖 = 𝑣1
0.5 𝑖𝑓 𝑣𝑖 = 𝑣2
0.3 𝑖𝑓 𝑣𝑖 = 𝑣3
0.7 𝑖𝑓 𝑣𝑖 = 𝑣4
0.6 𝑖𝑓 𝑣𝑖 = 𝑣5

 

Therefore a function 𝑓: 𝑉 → [0,1] of an IFG, 𝐺 is a maximal independent function. Since 𝑑𝑁𝜇[𝑣𝑖] ≥ 1,  

𝑑𝑁𝜈[𝑣𝑖] ≠ 1  for every 𝑣 ∈ 𝑉. In that case, 

𝑖𝑖𝑓(𝐺) = (𝑖𝑖𝑓𝜇1
(𝐺), 𝑖𝑖𝑓𝜈1

(𝐺)) = (
5

3
 , 0) and 𝛽0𝑖𝑓(𝐺) = (𝛽0𝑖𝑓𝜇1

(𝐺) ,  𝛽0𝑖𝑓𝜈1
(𝐺)) = (2 ,

5

3
 ) 

Definition 3.11 

For a dominating function (DF) 𝑓 of an 𝐺 𝐺, the boundary set 𝐵𝑖𝑓 and positive set 𝑃𝑖𝑓 are defined by  

 𝐵𝑖𝑓 = {𝑣 ∈ 𝑉 𝑑𝑁𝜇[𝑣𝑖]⁄ = 1 , 𝑑𝑁𝜈[𝑣𝑖] < 1} and  𝑃𝑖𝑓 = {𝑣 ∈ 𝑉 ∕    
0 ≤  𝜇1(𝑢) ≤ 1

0 < 𝜈1(𝑢) < 1
}   . 

Definition 3.12 

Let 𝐺 = (𝑉, 𝐸) be an IFG and let 𝐴, 𝐵 ⊆ 𝑉. 𝐴  is said to dominate 𝐵 if each 𝑣 ∈ 𝐵 − 𝐴  is adjacent to a 

vertex in 𝐴. If 𝐴 𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑠 𝐵, we write (𝐴 → 𝐵).  

Example 3.13 

In Fig 1,  𝐵𝑖𝑓 = {𝑣1, 𝑣2, 𝑣4, 𝑣5}  and 𝑃𝑖𝑓 = {𝑣1, 𝑣3, 𝑣5}. we take 𝐴 = {𝑣1, 𝑣2, 𝑣4, 𝑣5}, 𝐵 = {𝑣1, 𝑣3, 𝑣5}. Then 

𝐵 − 𝐴 = {𝑣3} is adjacent to a vertex in 𝐴. Therefore 𝐵𝑖𝑓 dominates 𝑃𝑖𝑓 denoted by 𝐵𝑖𝑓 → 𝑃𝑖𝑓 

Definition 3.14  

Let 𝑓, 𝑔 be two domination functions of an IFG 𝐺, and let 0 < 𝜆 < 1. Then ℎ𝜆 = 𝜆𝑓 + (1 −  𝜆)𝑔 is called 

a convex combination of 𝑓 and  𝑔. 

Theorem 3.15 

A domination function 𝑓 of an IFG 𝐺 is an minimal dominating function if and only if  𝐵𝑖𝑓 → 𝑃𝑖𝑓.  

Proof: 

Let 𝑓 be an minimal dominating function of an IFG G and take 𝐵𝑖𝑓 , 𝑃𝑖𝑓 ⊆ 𝑉(𝐺). Then any vertex 𝑣 ∈

𝑃𝑖𝑓 − 𝐵𝑖𝑓 is adjacent to a vertex in 𝐵𝑖𝑓. Hence 𝐵𝑖𝑓 → 𝑃𝑖𝑓. The converse part is trivially true by the 

definition of 𝐵𝑖𝑓 and 𝑃𝑖𝑓.  

Remark 3.16 

If a function 𝑓: 𝑉 → [0,1] is an independent function, then 𝑃𝑖𝑓 ⊆ 𝐵𝑖𝑓 

Theorem 3.17  

Every maximal independent function of an IFG 𝐺 is an minimal dominating function. 

Proof: 

Let 𝑓 be a maximal independent function of an IFG G. It follows from the definition that 𝑑𝑁𝜇[𝑣] ≥ 1, 

𝑑𝑁𝜈[𝑣] ≠ 1 for all 𝑣 ∈ 𝑉. Hence 𝑓 is a dominating function. 

Further  𝑃𝑖𝑓 ⊆ 𝐵𝑖𝑓 so that 𝐵𝑖𝑓 → 𝑃𝑖𝑓. Hence by Theorem 3.15 that 𝑓 is an minimal dominating function. 
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Lemma 3.18 

Any minimal dominating function 𝑓 of an IFG 𝐺 with 𝐵𝑖𝑓 = 𝑉  is an maximal independent function of 𝐺. 

Proof: 

Since 𝐵𝑖𝑓 = 𝑉, we have 𝑃𝑖𝑓 ⊆ 𝐵𝑖𝑓 and hence 𝑓 is an independent function. Also since 𝑓 is an minimal 

dominating function, 𝑑𝑁𝜇[𝑣] ≥ 1, 𝑑𝑁𝜈[𝑣] ≠ 1 for all 𝑣 ∈ 𝑉 and hence 𝑓  is an maximal independent 

function.  

Corollary  3.19 

If 𝐺 is an intuitionistic fuzzy graph with 𝐵𝑖𝑓 = 𝑉 for every minimal dominating function  𝑓 of 𝐺 then 

𝛾𝑖𝑓 = 𝑖𝑖𝑓  and  𝛽0𝑖𝑓 = Γ𝑖𝑓. 

Remark 3.20 

The convex combination of two dominating functions of an IFG 𝐺 is again a dominating function and also 

the convex combination of two minimal dominating functions of an IFG 𝐺 again a minimal dominating 

function. 

Theorem 3.21 

Let 𝑓 𝑎𝑛𝑑 𝑔  be an minimal dominating functions of G. Let ℎ𝜆 = 𝜆𝑓 + (1 − 𝜆)𝑔, where 0 < 𝜆 < 1. Then 

ℎ𝜆  is an minimal dominating function of G if and only if 𝐵𝑖𝑓 ∩ 𝐵𝑖𝑔 → 𝑃𝑖𝑓 ∪ 𝑃𝑖𝑔 

Proof: 

We prove that 𝐵ℎ𝜆 = 𝐵𝑖𝑓 ∩ 𝐵𝑖𝑔 and 𝑃ℎ𝜆 = 𝑃𝑖𝑓 ∪ 𝑃𝑖𝑔. The result is then immediate from Theorem 3.15. If 

𝑣 ∈ 𝑃𝑖𝑓 ∪ 𝑃𝑖𝑔 , then 𝑓(𝑣) = 𝑔(𝑣) = ℎ𝜆(𝑣) = (𝜇1(𝑣) = 0, 0 < 𝜈1(𝑣) < 1) . If, say, 𝑣 ∈ 𝑃𝑖𝑓 , then  

(ℎ𝜆(𝑣) = (𝜇1(𝑣) > 0, 0 < 𝜈1(𝑣) < 1)) ≥ (𝜆𝑓(𝑣) = (𝜆𝜇1(𝑣) > 0, 𝜆𝜈1(𝑣) > 0)). Thus 𝑃ℎ𝜆 = 𝑃𝑖𝑓 ∪ 𝑃𝑖𝑔.  

Suppose 𝑣 ∈ 𝐵𝑖𝑓 ∩ 𝐵𝑖𝑔. Then  

ℎ𝜆 (𝑑𝑁𝜇[𝑣]) = 𝜆 (𝑓 (𝑑𝑁𝜇[𝑣])) + (1 − 𝜆) (𝑔 (𝑑𝑁𝜇[𝑣])) = 1  

ℎ𝜆(𝑑𝑁𝜈[𝑣]) = 𝜆 (𝑓(𝑑𝑁𝜈[𝑣])) + (1 − 𝜆) (𝑔(𝑑𝑁𝜈[𝑣])) < 1  

A similar calculation shows ℎ𝜆 (𝑑𝑁𝜇[𝑣]) > 1, ℎ𝜆(𝑑𝑁𝜈[𝑣]) < 1  

 for 𝑣 ∉ 𝐵𝑖𝑓 ∩ 𝐵𝑖𝑔 and hence  𝐵ℎ𝜆 = 𝐵𝑖𝑓 ∩ 𝐵𝑖𝑔.  

Remark 3.22 

The convex combination of two maximal independent functions of an IFG 𝐺, need not be an 

independent function. 

Example 3.23 

Let 𝑓 & 𝑔 be two maximal independent functions of a IFG G. 

 

 

 

 

 

 

 

Let ℎ𝜆 = 𝜆𝑓 + (1 − 𝜆)𝑔   𝑤ℎ𝑒𝑟𝑒  0 < 𝜆 < 1. Here 𝜆 = 0.4 then  

ℎ0.4(𝑣1, 𝑣2, 𝑣3) = 0.4𝑓 + (1 − 0.4)𝑔 

𝑣2(0,0.2) 

 
𝑣3(1,0) 

 

𝑔: 𝑣1(1,0) 

 
𝑓: 𝑣1(0.7,0.3) 
 

(0.3,0.3) 

 
𝑣2(0.3,0.3) 
 

(0.3,0.3) 
 

𝑣3(0.7,0.3) 

 

(0,0.2) 

 
(0,0.2) 

 

Fig 2 
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                              = 0.4[(0.7,0.3), (0.3,0.3), (0.7,0.3)] + (0.6)[(1,0), (0,0.2), (1,0)]                                                            

                           = [(0.28,0.12), (0.12,0.12), (0.28,0.12)] + [(0.6,0), (0,0.12), (0.6,0)] 

                           = [(0.28 + 0.6,0.12 + 0), (0.12 + 0,0.12 + 0.12), (0.28 + 0.6,0.12 + 0)] 

 ℎ0.4(𝑣1, 𝑣2, 𝑣3)  = (0.88,0.12), (0.12,0.24), (0.88,0.12). 

ℎ0.4 is a maximal independent function of 𝐺. 

 

 

 

 

Note 3.24  

By Theorem 3.17, Every maximal independent function of an IFG 𝐺 is an minimal dominating function. In 

the above example ℎ𝜆 is maximal independent function and also a minimal dominating function. 

In Figure 2, 𝑃𝑖𝑓 = {𝑣1, 𝑣2, 𝑣3},  𝑃𝑖𝑔 = {𝑣2} ,  𝐵𝑖𝑓 = 𝐵𝑖𝑔 = {𝑣1, 𝑣3}  , 𝑃𝑖𝑓 ∪ 𝑃𝑖𝑔 = {𝑣1, 𝑣2, 𝑣3}  and 𝐵𝑖𝑓 ∩

𝐵𝑖𝑔 = {𝑣1, 𝑣3}  then 𝐵𝑖𝑓 ∩ 𝐵𝑖𝑔 → 𝑃𝑖𝑓 ∪ 𝑃𝑖𝑔 = {𝑣1, 𝑣3} → {𝑣1, 𝑣2, 𝑣3} . That is {𝑣1, 𝑣2, 𝑣3} − {𝑣1, 𝑣3} =

{𝑣2} is adjacent to a vertex in 𝑣1 𝑎𝑛𝑑 𝑣3 . 

Remark 3.25 

The convex combination of two independent functions of an IFG 𝐺, need not be an independent 

function of an IFG. 

Remark 3.26 

Let 𝑓 𝑎𝑛𝑑 𝑔  be two independent functions of an IFG 𝐺. Let  ℎ𝜆 = 𝜆𝑓 + (1 − 𝜆)𝑔, where  0 < 𝜆 < 1. 

Then ℎ𝜆  is an independent function if and only if  𝑃𝑖𝑓 ∪ 𝑃𝑖𝑔 ⊆ 𝐵𝑖𝑓 ∩ 𝐵𝑖𝑔. 

Example 3.27 

Let 𝑓, 𝑔 and ℎ𝜆 are independent functions of 𝐺 in Figure 4 as given below and also take  λ = 0.2 (Refer 

Table 1) 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

 𝒗𝟏 𝒗𝟐 𝒗𝟑 𝒗𝟒 𝒅𝑵𝝁[𝒗]  

∀ 𝒗 ∈

𝑽 

𝒅𝑵𝝂[𝒗]  

∀ 𝒗 ∈

𝑽 

Fig 3 

(0.12,0.24) 
 

(0.12,0.24) 
 

𝑣2(0.12,0.24) 
 

𝑣3(0.88,0.12) 
 

ℎ: 𝑣1(0.88,0.12) 

 

𝑓: 𝑣1(0.25,0.2) 
𝑣2(0.25,0.2) 

  𝑣4(0.25,0.2) 
 𝑣3(0.25,0.2) 

 

(0.25,0.2) (0.25,0.2) 

(0.25,0.2) 

  (0.25,0.2) 

(0.25,0.2) 

(0.25,0.2) 

Fig 4 
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Lemma 3.28 

Let 𝑓 𝑎𝑛𝑑 𝑔  be two maximal independent functions. Then either all convex combinations of 

𝑓 𝑎𝑛𝑑 𝑔  are maximal independent functions or none of them is an maximal independent functions. 

Proof:  

Let  ℎ𝜆 = 𝜆𝑓 + (1 − 𝜆)𝑔   𝑤ℎ𝑒𝑟𝑒  0 < 𝜆 < 1. Suppose that ℎ𝜆1  is an maximal independent function and 

let 𝜆 ≠ 𝜆1. We claim that ℎ𝜆 is an maximal independent function.  

Let 𝑣 ∈ 𝑉 . Suppose ℎ𝜆(𝑣) = (𝜇1(𝑣) = 0,0 < 𝜈1(𝑣) < 1) . Then 𝑓(𝑣) = 𝑔(𝑣) = (𝜇1(𝑣) = 0, 0 <

𝜈1(𝑣) < 1). Since 𝑓 and 𝑔 are maximal independent functions, we have 𝑓( 𝑑𝑁𝜇[𝑣])  ≥ 1, 𝑓( 𝑑𝑁𝜈[𝑣]) <

1  and 𝑔( 𝑑𝑁𝜇[𝑣])  ≥ 1 , 𝑔( 𝑑𝑁𝜈[𝑣]) < 1. Hence it follows that ℎ𝜆(𝑑𝑁𝜇[𝑣])  ≥ 1  , ℎ𝜆(𝑑𝑁𝜈[𝑣]) < 1.  

Now suppose ℎ𝜆(𝑣) = (𝜇1(𝑣) > 0, 0 < 𝜈1(𝑣) < 1). Then either 𝑓(𝑣) = (𝜇1(𝑣) > 0, 0 < 𝜈1(𝑣) < 1) or  

𝑔(𝑣) = (𝜇1(𝑣) > 0, 0 < 𝜈1(𝑣) < 1) . Hence ℎ𝜆1(𝑣) = (𝜇1(𝑣) > 0, 0 < 𝜈1(𝑣) < 1) . Since ℎ𝜆1  is an 

maximal independent function, ℎ𝜆1 ( 𝑑𝑁𝜇[𝑣]) = 1, ℎ𝜆( 𝑑𝑁𝜈[𝑣]) < 1 so that 𝑓 (𝑑𝑁𝜇[𝑣]) = 𝑔 (𝑑𝑁𝜇[𝑣]) =

1  &𝑓(𝑑𝑁𝜈[𝑣]) = 𝑔(𝑑𝑁𝜈[𝑣]) < 1 . Hence ℎ𝜆 (𝑑𝑁𝜇[𝑣]) = 1  and ℎ𝜆(𝑑𝑁𝜈[𝑣]) < 1 . Thus 𝑃ℎ𝜆 ⊆ 𝐵ℎ𝜆  and 

ℎ𝜆(𝑑𝑁𝜇[𝑣])  ≥ 1 and ℎ𝜆(𝑑𝑁𝜈[𝑣]) < 1  for all 𝑣 ∈ 𝑉. Hence ℎ𝜆 is an maximal independent function. 

Example 3.29  

Let 𝑓, 𝑔, ℎ𝜆 and ℎ𝜆1are maximal independent functions of 𝐺 in Fig 1 as given below and also take  λ(=

0.7) ≠ 𝜆1(= 0.2) (Refer Table 2 & 3) 

Table 2 

 𝒗𝟏 𝒗𝟐 𝒗𝟑 𝒗𝟒 𝒗𝟓 

𝒇: (0,0.2) (1,0) (0,0.3) (1,0) (0,0.4) 

𝒈: (0,0.3) (0.5,0.3) (0.5,0.2) (0,0.1) (1,0) 

𝒉𝟎.𝟕: (0,0.23) (0.85,0.09) (0.15,0.27) (0.7,0.03) (0.3,0.28) 

𝒉𝟎.𝟐: (0,0.28) (0.6,0.24) (0.4,0.22) (0.2,0.08) (0.8,0.08) 

Table 3 

 𝒅𝑵𝝁[𝒗] ≥ 𝟏 𝒅𝑵𝝂[𝒗] < 𝟏 

 𝒗𝟏 𝒗𝟐 𝒗𝟑 𝒗𝟒 𝒗𝟓 𝒗𝟏 𝒗𝟐 𝒗𝟑 𝒗𝟒 𝒗𝟓 

𝒇: 1 1 2 1 1 0.6 0.5 0.3 0.7 0.6 

𝒈: 1.5 1 1 1.5 1 0.6 0.8 0.6 0.3 0.4 

𝒉𝟎.𝟕: 1.15 1 1.7 1.15 1 0.6 0.59 0.39 0.58 0.54 

𝒇 (0.25,0.2) (0.25,0.2) (0.25,0.2) (0.25,0.2) 1 0.8 

𝒈 (0.75,0.1) (0.1,0.2) (0.1,0.3) (0.05,0.3) 1 0.9 

𝒉𝟎.𝟐 (0.65,0.1

2) 

(0.21,0.

2) 

(0.29,0.28

) 

(0.09,02

8) 

1 0.88 
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𝒉𝟎.𝟐: 1.4 1 1.2 1.4 1 0.6 0.74 0.54 0.38 0.44 

 

Observation 3.30:  

The intuitionistic fuzzy independent domination number can be computed in a greedy way: 

Begin by assigning membership and non membership weights of 1 and 0 to each vertex, and then simply 

decrease membership weights and put zero to non membership weights on vertices (in any order), 

ensuring that each closed neighbourhood degree of the vertex has a membership weight of equal to one 

and a non membership weight of less than one. When the last vertex is reached, the sum of all the 

membership and non membership weights will be 𝑖𝑖𝑓𝜇1
(G) and 𝑖𝑖𝑓𝜈1

(G).  

The intuitionistic fuzzy independence number can be computed in a greedy way: Begin by 

assigning membership and non membership weights of 1 and 0 to each vertex, and then simply 

decrease membership weights and increase non membership weights that are strictly greater than or 

equal to zero and not equal to one on vertices (in any order), ensuring that each closed neighbourhood 

degree of the vertex has a membership weight of at least one  and a non membership weight of less 

than one. When the last vertex is reached, the sum of all the membership and non membership weights 

will be 𝛽0𝑖𝑓𝜇1
(G) and 𝛽0𝑖𝑓𝜈1

(G). 

4. Conclusion 

In this paper, we introduce the concept of independent function, maximal independent 

function, convex combinations of two independent function, convex combinations of two maximal 

independent function,  intuitionistic fuzzy independent domination number, intuitionistic fuzzy 

independence number, boundary set and positive set of an intuitionistic fuzzy graph(IFG) have been 

discussed. The intuitionistic fuzzy dominating set and its function has been commonly used for routing 

and broadcasting the information to the mobile devices in mobile networks. In Further, we will study the 

real life problems can be premeditated and solutions can be predicted by using these intuitionistic fuzzy 

graphs. 
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