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ABSTRACT 

Crop diseases are a major threat to food security, but their rapid identification remains difficult in many parts of the 

world due to the lack of the necessary infrastructure. The combination of increasing global smartphone penetration 

and recent advances in computer vision made possible by deep learning has paved the way for smartphone-assisted 

disease diagnosis. Using a public dataset of 54,306 images of diseased and healthy plant leaves collected under 

controlled conditions, we train a deep convolutional neural network to identify 14 crop species and 26 diseases (or 

absence thereof). The trained model achieves an accuracy of 99.35% on a held-out test set, demonstrating the 

feasibility of this approach. Overall, the approach of training deep learning models on increasingly large and publicly 

available image datasets presents a clear path toward smartphone-assisted crop disease diagnosis on a massive global 

scale. 

 

1.INTRODUCTION 

India is a cultivated country and primarily depends on agriculture. Disease on plant leads to the significant 

reduction in both the quality and quantity of agricultural products. Identification of the plant diseases is the 

key to preventing the losses in the yield and quantity of the agricultural product. The studies of the plant 

diseases mean the studies of visually observable patterns seen on the plant. Health monitoring and disease 

detection on plant is very critical for sustainable agriculture. It is very difficult to monitor the plant diseases 

manually. Identification of the plant diseases is the key to preventing the losses in the yield and quantity of 

the agricultural product. The studies of the plant diseases mean the studies of visually observable patterns 

seen on the plant.  

Ensuring food security for the growing population is more important for country like India .Most plants 

are affected by diseases through their leaves. The effect of disease causes color change in leaf. Most of the 

time the photosynthetic apparatus in chloroplast gets affected due to disease which causes observable 

color change in leaf. Thus leaf color can be used as the parameter to determine the health of plant.  

The main aim of the article is to determine the plant health status by using the color of plant leaf. 

The details of plant leaf colors are determined using Color sensor which senses the RGB (Red Green Blue) 

component. The collected data from different leaves are used to train the Machine Learning model that 

determines plant health status.  
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2. SYSTEM DESIGN 

2.1 FLOWDIAGRAM FOR TRAINING: 

The data collected is organized and labeled into healthy and unhealthy. The raw data is labeled because 

Supervised Machine Learning method is used to determine plant disease detection. The data set is created 

based on the data collected through sensor and other sources such as Kaggle (Data Science platform 

supported by Google).The data set is used to train model using appropriate statistical algorithm to identify 

pattern in the data. After multiple training the model is deployed into a library. 

 

 

FIG 2.1 FLOW CHART FOR TRAINING MACHINE LEARNING MODEL 

 

2.2 BLOCK DIAGRAM FOR CLASSIFICATION: 
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FIG 2.2 BLOCK DIAGRAM FOR CLASSIFIACTION OF PLANT HEALTH 

The trained and tested Machine Learning library is used to classify the plant health status. The new data 

collected from sensor is used by the classifier program to fetch results regarding prediction from the 

Machine Learning library .The prediction is displayed as result by the classifier program 

 

3. PROPOSED SYSTEM 

3.1 CIRCUIT DIAGRAM 

 

 

                FIG2.3 CIRCUIT DIAGRAM FOR COLOR SENSING USING APDS 9960 AND ARDUINO UNO 

 

3.2 WORKING: 

In our proposed system, the APDS 9960 color sensor determines the RGB component of leaf. The APDS 

9960 is moved horizontally in order to cover different parts of leaf. The SPST switch is used to move the 

sensor horizontally. The data collected through the APDS 9960 is collected by the micro controller and the 

data taken from the serial monitor is used as the raw data to train the machine learning model. The data 

collected from multiple leaves and the parameters averaged to obtain the final data according to metrics. 
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Also data collected from the external sources are organized along with the data collected. Since supervised 

learning is implemented the data is labelled under different labels such as “healthy” and “unhealthy”. The 

Edge impulse studio is used for training and deploying the model. The uploaded data is then data features 

are obtained using K-Means Clustering algorithm and the statistical clusters are obtained in graph using 

Red, Green Blue as the X,Y and Z axis in the three dimensional space. The model is now trained using the 

above mentioned features and retrained by reducing the learning rate because when the learning rate is 

slower the model understands better. After training testing is done using existing data to identify the 

accuracy in prediction. Testing is also done using new data. After testing the model is deployed into a C++ 

library. The library is used in code to determine the plant health status. 

 

4. RESULTS 

The brief information regarding the data collection, training, testing and prediction of the plant health 

status. 

 

4.1 HARDWARE SETUP 

 

 

FIG 4.1 HARDWARE SETUP 
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4.2 DATA COLLECTION FROM HARDWARE 

 

FIG 4.2 SAMPLE LEAF DATA 1 

 

 
 

FIG 4. 3 SAMPLE LEAF DATA 2 

4.3 MACHINE LEARNING TRAINING 
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FIG 4.4 COLLECTION AND LABELLING OF RAW DATA 

 

FIG 4.5  FEATURE EXTRACT AND CLUSTER VISUALIZATION 
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FIG 4.6 TRAINING MODEL 

 

                                      
 

   FIG 4.7 TESTING MODEL 

 

FIG 4.8  DEPLOYING C++ LIBRARY 

 

4.4 PREDICTION 
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FIG 4.9  PREDICTION-HEALTHY LEAF                                                           FIG 4.10  PREDICTION UNHEALTHY LEAF 

 

5.CONCLUSION 

Thus this system provides a simple way of detecting the plant health status. This project is developed considering 

simple design and providing cost effective solution for farmers. This system is more reliable and efficient since the 

model is trained using abundant data and can be improved when more data is collected to train the model. 

 

6.FUTURE SCOPE: 

After having implemented this model for determining plant health, there remains scope for improvements. This 

system can be integrated with drone technology for “precision agriculture ” application. The data collected can be 

used for higher order analytics and research. This project can also be used to determine nutrient deficiency in plants 

when trained with more precise data set. 
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