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ABSTRACT 

Robotic is now the world's most popular technology, with numerous applicability in various sectors.  Autonomous robots 

operate without the supervision of humans. The key procedures for automated robot movement are localization, path 

planning, and motor control. As per the poor closure speed in mobile services robot route planning, a global path scheduling 

approach based on upgraded ant colony enhancement is suggested. The crucial obstacle interaction factor determines the first 

pheromone dispersal. A new fragrance updating mechanism is provided that uses fuzzy controls to alter the evaporating rate in 

phases by changing the values of the fragrance heuristics factor and expectancy heuristic factor. The approach ensures local 

navigation lookup capabilities while achieving quick convergence. Moreover, simulation outcomes indicate that the enhanced 

approach not only reduces the duration it takes to design a local navigational path, and also increases the likelihood of finding a 

global optimal resolution. The algorithm's closure speed is faster than the classic ant colony approach. 

Keywords: Bio-mementic, Ant colony optimization, fuzzy controller, path planning, mobile robot.  

1. Introduction 

Robotics seems to be a branch of technology that deals with the design, activities, development, and use 

of robots, as well as the computing systems that control them, handle data, and provide feedback. 

Robotic is new developing technology that will have a significant impact on culture in the coming. 

Different types of robotics are also being designed nowadays, and they are used for various applications 

and purposes [1]. In the automation area, a self-learning robot that works without humans’ instruction 

is necessary. A lot of robots currently worked in many areas such as homes, hospitals, and factories, 
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offices all of which have a significant impact on human existence [2]. To operate in a specific area a 

moving robot must concentrate on two activities as navigation and recognition. The location of a robot 

within the framing of references is referred to as identification in this scenario. Furthermore, robot 

guidance relates to the robot's traversal in a specific environment while avoiding obstacles. If there are 

dynamics in supplied environment, the challenge with transportation is finding a secured path [3].  

Robot guidance refers to a robot's capacity to construct an optimum path, save energy, and find a target 

place while avoiding obstacles [4]. Robots are called machines that use detectors for intake, receptors 

for outputs, and controllers for the verdict to imitate human actions. Sensors must probably likely 

distinguish objects like photos and noises exactly in order to set up every portion that can be checked. 

Receptors should be adaptable and swift in order to complete the tasks assigned to them. To allow the 

detectors and receptors to work together, the control mechanism must make all of the crucial decisions 

[5].  

Path scheduling is a crucial basis for independent mobile robots to choose the best route across source 

and destination. When going from origin to target, an optimum path is one that minimizes rotation and 

translations. In addition, the impediments inherent in the atmosphere are ignored. It necessitates a plan 

of the habitat and its placement in relation to the chart [6]. Path modeling is mostly based on two 

methods: (i) Universal path modeling (ii) Regional path modeling. Sensors are required to determine 

limits in local navigating, which is dependent on high precision. There is no previous information 

provided in the localized technique, and the environmental map wasn’t specified. It is effective in a 

dynamic context [7]. Global navigational is based upon low precision, with previous knowledge and a 

predetermined map of the surroundings. This is only suitable for a stable environment.  

The bio-mementic method refers to algorithms that are dependent on biological phenomena. The 

suggested mementic method is based upon path modeling for local navigational. For path plans and 

goals, the Mementic method is a combination of evolutionary algorithms. The bio-mementic method for 

localized navigation is described in [8]. The aim has been achieved in the presented work in such a 

sequential manner. The robot must discover the nearest place in order to attain the goal, regardless of 

duration or distance spent. Genetic algorithms, particulate swarming optimization techniques, and Ant 

swarm improvement methodologies are the subcategories of these. Each of the abovementioned 

strategies has its unique set of benefits and drawbacks. The issue is investigated in both stable and 

dynamic settings [9]. The method is put to trial in a variety of virtual and real-life scenarios. [10] is 

dependent on path design with several objectives. It is focused on a trainable genetic algorithm that 

uses machine technology to detect the optimal path also and finds the fitness value. To select the best 

path, different operators are employed, such as distance, smoothness, and safety. Using these 

techniques, the robot can avoid obstructions and choose the best course. 

The ACO is a data aggregation technique based upon the biological ant colony approach. When the 

source and target are both known, this strategy is appropriate. The ants communicate with each other 

via pheromones left on the trail. So then they can locate the quickest route from food supplies to their 

burrow. This method is based upon the inter-goal path planning issue with impediments. The 

accompanying technique is used to implement this method: 1. Make some ants. 2. Repeat for every ant 
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till the entire work is finished. 3. Spray pheromone on frequently visited locations. 4. The actions of the 

demons 5. The pheromone that vanishes. These methods are used to design a course and avoid 

obstacles [11].  

Based upon the modified ant colony technique and fuzzy logic control, a regional route planning 

approach is provided. To begin, the robot's surrounding map is created using the grid approach. A 

modified pheromones dissemination and updated approach have been adopted by the crucial hurdle 

influencing factor.  Furthermore, simulation investigations are conducted in a variety of complex 

settings. The approach is both probable and effective, depending on the outcome of the experiments. 

2. Related Work 

FL was initially introduced by Zadeh [12] around 1965 and has since been adopted by all disciplines of 

investigation and advancement.  It's employed in scenarios involving a lot of ambiguity, difficulty, and 

nonlinear effects. Among these include pattern identification autonomous control, decision processing, 

and data categorization.  FL framework's premise is supported by the remarkable human capacity to 

handle perspective information. It takes the principles provided by persons (If-Then) then transfers them 

to numerical representations. This simplifies the task of the network designers and programmers by 

providing more accurate data on how devices work in actual life, and this is thus employed for portable 

mobile robot navigation. A simplified FL scheme using If-Then principles. Zavlangas et al. [13] offer the 

fuzzy (Sugeno) oriented routing for an outfield robotic system. Castellano et al. [14] designed an 

autonomous fuzzy logic generating method for avoiding obstacles for efficient navigation. FL is used to 

show a navigational method in an unorganized active and passive environment that overcomes routing 

difficulties such as looping [15], dead-end trapping (U-shaped, maze, snail), retracing [16, 17], steered 

from tight passageways [18], and curving trajectories [19]. These days, FL is utilized in conjunction with 

sensing navigation [20] to enhance exponential learning of latest surroundings strengthened navigation 

[21] to reduce directional and rotary ambiguity in the surroundings; using algorithm-based navigational 

approaches like NN [22], GA [23], APF [24], ACO [25], and others to produce an optimum representation 

of the surroundings, allowing the robots to navigate through a dead-end scenario.  

It is a widely used search-based optimizing technique that is predicated on genomics and spontaneously 

selected principles first found by Bremermann [26] in 1958. Holland [27] was the initial to propose this 

in the computer science domain in 1975. Now it has a vast range of applications in technology and 

science, include mobile robots. It is concerned with the improvement of complex situations in which the 

object functional values must be maximized or minimized under specified restrictions. The community 

(various individuals identified by genetics) must be allocated for the specific issue in this strategy, and 

each person of the community are granted a fitness estimate based upon the desired function. Those 

individuals are chosen based on their best survival and then are permitted to cross-breed their genetics 

to future generations.  The polymorphism keeps the community diverse and avoids early homogeneity. 

Afterward, if the community has merged, the procedure is ended. Since the GA was generated to some 

level, it performs better than a spontaneous regional search because it can take advantage of historical 

data as well. For a stable environment Ref. [28] suggested an approach of GA also for robot navigational 

issues. Mostly in the condition of a geometrical impediment is the evaluation offered through simulation 



Nat. Volatiles & Essent. Oils, 2021; 8(5): 1508 - 1521 

 

1511 

outcomes. In actuality, traditional techniques for finding and optimizing are quite sluggish, thus Shing et 

al. [29] introduced an actual path organizer. GA is a powerful search technique for an uncertain 

environment that needs very minimum data regarding the surroundings to search successfully. Xiao et 

al. [30] use this strategy to meet navigational goals like smoothness, hazard minimization, and distance.  

In difficult situations, Ref. [31] addresses the quasi environmental issue of routing for a death trap. They 

have developed an online learning approach for obtaining the best chromosomal in order to prevent 

becoming stranded in such instances and also to finding a route out.  

The use of ACO in actual path routing of robotic systems was described by Guan-Zheng et al. [32]. If 

compared to other techniques like GA, ACO improves resolution speed, solutions variability, computing 

efficiency, and dynamical convergence behavior. Liu et al. [33] use ACO to present guidance for many 

robotic systems. In a stationary setting, they demonstrated a collision prevention approach for several 

mobile robots. To enhance the selecting approach, they employed a specific function. Kumar et al. [34] 

describe an RA-ACO-based strategy for anthropomorphic mobile robots in a congested area. They used 

Petri-Net to evaluate the suggested method for the guidance of several robotic systems in an actual 

world and found good agreement between simulation and actual findings. Liu et al. [35] propose a 

correction to improve the efficiency of the current ACO technique in the fixed environment.  

Convergent velocity they claim is the most important performance factor. For discovering the best 

route, they merged pheromone dispersion and sculptural local enhancement which leads in the recent 

path pheromone dispersion in the way of the artificial potential strength during the checking - ants 

prefer to find for such a better fitness hyperspace, and the sequence search space shrinks.  

3. Modelling in Environment 

For modeling the surroundings of mobile robots, a popular method grid approach is used. It separates 

the mobility service robot's workplace across grid points, as seen in Figure 1. 
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Figure 1: Grip map model. 

The robot's movement is no more random on the regular grid, but instead in eight dimensions indicated 

by octree. And in a regular grid, there are simply two regions occupied and open. The navigational 

route's restriction data is indicated by the black line in Figure 1. The robot's moveable area is 

represented by white lines. The robot's beginning location is the blue line. The robot's final destination is 

the red line. Considering the robot's dimensions are(𝑥𝑔, 𝑦𝑔), and robot's sequential embedding in the 

mapping may be determined as follows: 

 {

𝑥𝑔 = 𝑚𝑜𝑑(𝑁𝑢𝑚, 𝑁𝑥) + 0.5

𝑦𝑔 = 𝑖𝑛𝑡 (
𝑁𝑢𝑚

𝑁𝑦
) + 0.5

}                                                                                                   (1) 

while Num denotes the grid length, N x denotes the whole number of columns in the regular grid, N y 

represents the whole range of rows in a regular grid, and int and mod denote the computational 

manipulations. The value 0.5 indicates that the robot's measurements are in the grid's center, with 

every grid's unit being 1 meter. 

3.1 Ant Colony Optimization 

ACO is now a stochastic intelligence search strategy in the traditional sense. It mimics an ant colony's 

foraging activity and seeks the best path through unfamiliar surroundings.  According to existing studies, 

pheromones are used by ants to communicate cooperatively. The pheromones intensity is inverse 

proportionate to the extent of the journey. In a chaotic setting, ants try to walk along the path only with 

the highest pheromone intensity when looking at food. The pheromones intensity on the route rises as 

the number of ants going on a similar path rises, attracting additional ants to the road. This activity 

demonstrates the mechanism by which ants find the best way. The autonomous ant colony design 

incorporates the concepts of heuristic functionality η and also tabu array 𝑡𝑎𝑏𝑢𝑘 to enhance route 

optimization performance. The heuristic factor can increase the searching performance in the arbitrary 

search method. To assure that such ants do not back to the prior node and tabu array is implemented to 

keep track of the nodes they have visited.  

As per the distance data from the terminating place and the pheromones concentration on the route, 

and k goes from recent node i into an unexplored node j during period t. When there are greater than a 

single unexplored node, the ant k would use the equation to compute the transfer possibility 𝑃𝑖𝑗
𝑘  across 

nodes: 

 𝑃𝑖𝑗
𝑘 = {

[𝜏𝑖𝑗(𝑡)]
𝛼
• [𝑖𝑗(𝑡)𝛽]

∑ [𝜏𝑖𝑠(𝑡)]𝛼•𝑠∈𝑈  [𝑖𝑠(𝑡)]
𝛽 , 𝑗 ∈ 𝑈

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

}                                                                                             (2) 

α denotes the pheromones pragmatic factor, β represents the anticipation pragmatic factor, and U 

denotes the subsequent alternative node subset for ant k, at period t, 𝜏𝑖𝑗(𝑡) is pheromones intensity on 

pathway ij, 
𝑖𝑗

(𝑡) seems to be the estimated pragmatic function, described as inverse of Euclidean 
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proximity among nodes i & j, while s is that any nodes within subset U. The total of the combination of 

both the pheromones intensity as well as the heuristics functionality from junction i to every node s is 

denoted by∑ [𝜏𝑖𝑠(𝑡)]𝛼• [𝑖𝑠
(𝑡)]

𝛽
𝑠∈𝑈 .  


𝑖𝑗

(𝑡) =
1

𝑑𝑖𝑗
                                                                                                                                    (3) 

The Euclid Proximity among two neighboring nodes is 𝑑𝑖𝑗. 

The pheromone would dissipate over the period once all ants have completed the route search. 

Simultaneously, the number of pheromones on the pathway will rise. As a result, the pheromones 

leaving on every path would be adjusted. The equation for updating will be as shown below: 

 𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌)𝜏𝑖𝑗(𝑡) + ∆𝜏𝑖𝑗                                                                                              (4) 

 ∆𝜏𝑖𝑗 = ∑ ∆𝜏𝑖𝑗
𝑘 (𝑡)𝑚

𝑘=1                                                                                                                      (5) 

here 𝜌 is a pheromones dissipation rate, to prevent an overabundance of pheromones, 𝜌 ∈ (0,1), 

 ∆𝜏𝑖𝑗
𝑘 (𝑡) represents the pheromones provided by the ant k afterward crossing route ij in period t, and 

∆𝜏𝑖𝑗(𝑡)  represents the pheromones deposited on a pathway ij at period t. This is what it means: 

 ∆𝜏𝑖𝑗
𝑘 = {

𝑄

𝐿𝑘
, 𝑡𝑜𝑢𝑟(𝑖, 𝑗) ∈ 𝑡𝑜𝑢𝑟𝑘

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
}                                                                                                   (6) 

here Q denotes the pheromone concentration and 𝐿𝑘 denotes the whole distance of pathway traveled 

by ant k at such a cycle. 

3.2 ACO Improvement in Local Guidance For Path Design 

The α and even β in ACO do have a significant impact on a method's effectiveness. The magnitude of α 

reveals how valuable every node's pheromones are. The higher the magnitude of α, the simpler it 

becomes for them to pick a previously traversed path. A higher value α maintains ants far from regional 

optimal solutions while lowering search unpredictability. The amount of β denotes how highly the 

heuristics functionality is regarded. The higher the magnitude of β, the simpler it will be for ants 

for selecting the nodes that are closest to them. The outcome will be bad if the quantities of α and β 

were not acquired correctly. The settings for α and β would be constantly adjusted in this part using 

fuzzy control. The basic fuzzy scheme is shown in Figure 2. This fuzzy control scheme is just a digital 

controlled device that uses fuzzy sets, fuzzy logic inferences, and fuzzy linguistic variables to operate. 

This fuzzy logic controller is made up of four components: 
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Figure 2: Fuzzy inference architecture. 

Fuzzification: Its primary purpose is to choose the fuzzy operator's intake value and change this to a 

fuzzy value that the systems can recognize. To fulfill the criteria of fuzzy logic, the incoming value is 

analyzed. To obtain the fuzzy linguistic values of every input amount and the related participation 

functions the source value is measured. 

Rule base: This fuzzy control scheme is built using the knowledge of human specialists. Several control 

principles can be found in the fuzzification library. This is an important stage on the way to becoming a 

fuzzy control from genuine control knowledge. 

Fuzzy justification: This section mostly incorporates decision-making depending on intelligence. 

Defuzzification: This section's primary job is to turn the control quantities derived through the argument 

into controller outcomes.  The ant colony's ability to solve pathways of varying quality 

 𝑉𝑎𝑙𝑢𝑒 = 𝐿𝑏𝑒𝑠𝑡(𝑛) − 𝑚𝑖𝑛{𝐿𝑏𝑒𝑠𝑡(𝑛 − 1); 𝐿𝑏𝑒𝑠𝑡(𝑛 − 2), … … . , 𝐿𝑏𝑒𝑠𝑡(1)} ,                                  (7) 

 𝑉𝑎𝑙𝑢𝑒 ∈ [−6,6] 

The development of such an ant colony is generally described as follows, 

𝐼𝑡𝑒𝑟 =
𝑛

𝑁
, 𝐼𝑡𝑒𝑟 ∈ (0,1]                                                                                                                 (8) 

while 𝐿𝑏𝑒𝑠𝑡 represents the greatest path as in the present ant colony, and n represents recent repetition 

durations, and N represents overall repetition periods. Value ∈ [−6, 6] gets generated through a great 

range of practical effect analyses and choices in Calculation (7). 
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Figure 3: The proposed flowchart. 

The fuzzy logic controller for this study has two intake valves and two outcome values. Values and Iter 

seem to be the two inputs. The outcome parameters were α and β. The ant colony's convergent 

condition at various phases is used to determine the α, β values. This can speed up pre-convergence also 

keep the algorithms from collapsing into such a regional resolution.  There are three steps to a fuzzy 

control scheme. Pheromone collects inadequately on every route in the initial stages of the process. 

Currently, the ant colony's path selection is influenced by the anticipation heuristic element. Thus α and 

β must be greater and shorter, respectively. The pheromones intensity upon on smallest route steadily 

rises above that on some other paths as the repetition progresses. Under this situation, should be 
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increased and decreased in order to maximize the pheromone's favorable feedback impact. The 

pheromones intensity in certain pathways is substantially greater than others in the final stages of the 

process. The mechanism is stuck in the locally optimal, which poses the greatest danger. The impact of 

the pheromones for path selection must be minimized in addition to boost the unpredictability of the 

process. When the value α deteriorates, and β should deteriorate much more. The result indicates the 

ant colony's findability in the fuzzy approach. It can precisely modify the variables for every best route 

The Mamdani inferences method is used by the fuzzy logic controller. Figure 3 depicts the fuzzy learning 

process flow. 

A starting pheromone's fair dispersion helps to improve the search performance in the initial steps 

of the ACO method. The purpose of this research is to estimate the first pheromone using constraint 

data from the beginning to a conclusion. The lines linking the beginning and finishing points are the best 

path if there are no obstacles.   When there are impediments, the best route is for the mobile services 

robot to walk down the line while avoiding them. As a result, grids that are along the lines and closest to 

barriers should receive higher pheromones only at the beginning than alternative grids. This can 

substantially speed up the algorithm's accessibility in its initial stages. The crucial impediment potential 

influences are two-point interconnection as well as the surroundings of barriers traversed by lines. The 

grids upon online take precedence over the grids and around obstructions. As a result, it requires a 

higher value. According to the anticipation heuristics function ants prefer grids that seem to be near 

to termination point. The key barrier influencing factor is introduced by the improved heuristic functions 

as illustrated in the formula below: 

 
𝑖𝑗

(𝑡) =
1

𝑑𝑖𝑗
+

𝑔𝑖

𝐴
                                                                                                                           (9) 

In this equation, A is constant and 𝑔𝑖 is a crucial impediment influencing factor on grid i. 

When all of the ants have finished exploring, the pheromones for every trail are upgraded in such a 

typical ACO. An ideal path has amassed a large number of pheromones by the course of that 

process.  The ants could select the most viable path stably. If any unneeded pheromones were also 

altered across all routes, the optimum value's reliability will suffer, as would the algorithm's converging 

efficiency. B is offered as a constant. The mean values L' of such possible path options across all ants 

at such a cycle are determined after repetition periods n < B, as well as pheromones upon on routes, are 

upgraded. The conclusion is less than the mean value L'. If n ≥ B, the pheromones are simply altered on 

the best pathway.  Formulas (10) and (11) depict the enhanced mechanism discussed previously.  The 

magnitude of B for these calculations is just a constant associated with the whole number of repetitions 

N. m represents the whole quantity of ants. An overall length of a route and an ant k traveled along the 

cycle is given by 𝐿𝑘. The 𝐿𝑏𝑒𝑠𝑡 the route is the correct route of the modern ant colony.  

 𝐿′ =
∑ 𝐿𝑘

𝑚
𝑘=1

𝑚
                                                                                                                                  (10) 

 ∆𝜏𝑖𝑗 = {
∑

𝑄

𝐿𝑘={𝐿𝑘≤𝐿′}
, 𝑛 < 𝐵

𝑄

𝐿𝑏𝑒𝑠𝑡
, 𝑛 ≥ 𝐵

}                                                                                                     (11) 



Nat. Volatiles & Essent. Oils, 2021; 8(5): 1508 - 1521 

 

1517 

Equation (11) shows that the new updating mechanism changes that ant's pheromone. They acquire a 

shorter path initially in the process but only updated the pheromones of the optimum route nearer 

to the conclusion. The enhancements can speed up the method's resolution and discoverability while 

preventing excessive phenomena. 

4. EXPERIMENTAL ANALYSIS 

This research simulates the performance of the modified ant colony technique using MATLAB software. 

This is much more persuasive to do trials under such research settings using the comparison method. 

The primary ACO characteristic values must be identified initially in simulation. The primary factors are 

the number of ants, the stimulation factor of pheromones intensity, the stimulant factor of 

transparency, and the coefficient of pheromones dissipation. The association among every element and 

simulation outcomes (number of repetitions, length of path) may be determined using the parametric 

evaluation approach.  We can calculate the values of the key factors in ACO based on the association 

among every element and the simulated outcomes.  

Table 1: Parameter for experimental analysis. 

PARAMETER A B C N Q m 𝜶𝟎 𝜷𝟎 𝝆𝟎 

VALUE 3 67 0.9 100 2 82 2 10 0.6 

 

In the trials, the two approaches are contrasted and evaluated using identical variables and conditions. 

Because the algorithmic resolution time is directly proportional to the converging iteration timings, the 

trials just use the optimal route and resolution repetition times to evaluate the method's efficiency. 

The inputs for α and β for the fuzzy logic controller were often obtained from standard ACO within the 

suggested bio-mementic strategy. The article investigates value category compression. It is between 1 

and 3, the ACO may not alone to obtain a lower path length and also assure a rapid converging speed. 

To improve dynamical performances even further, the variable ranges for α are chosen among 1 and 4. 

And the testing observations demonstrate that increasing β has increased the performance of ACO. If β 

is between 7 and 9, the ACO eventually exhibits sustained convergent and also can find the 

minimal length of the path.  

Figure 4 and figure 5 depict a contrast of both two approaches' resolution curves. But there is minor 

variation in repetition times for identifying the optimum path among ACO and IACO in Map 1. IACO's 

optimum path is smaller than ACO's, as well as its converging speed is quicker. The pheromones 

technique is optimized by IACO. Initially, the IACO estimates the basic pheromone-based upon this 

map's impediment dispersion. This can substantially enhance the method's findability in the initial 

stages. This pheromone is then updated using a segment procedure by IACO. In the final stages of the 

technique, this only modifies the pheromone upon on best path. Because of the enhanced pheromone 

strategy, IACO can maintain the optimum route resolution. 
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The fuzzy approach is introduced by IACO to continuously alter the main elements as well as of ACO. α 

and β could be changed flexibly based upon the efficiency of route solutions after every repetition. A 

continuous change of the variable boosts the method's unpredictability. On Map 2, IACO discovers an 

optimal path before the ACO approach.  Depending upon the higher pheromone intensity of a sub-best 

route, the sub-best answer soon obtains benefit in the final phases of a map 2 trial. An ACO is trapped in 

the regional optimum issue, from which it is harder to leave.  The IACO method decreases pheromone 

intensity-dependent by continuously modifying the constants and. It eliminates the local optimum issue 

and leads to optimized route solutions. 

 

Figure 4: Iteration Vs path length for map 1. 
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Figure 5: Iteration Vs path length for map 2. 

 

5. CONCLUSION 

The suggested technique in this research allows optimization processes and enhancements in the 

portable robot's regional navigational route. A fuzzy approach is suggested to manage the data intuitive 

factor α and anticipation intuitive factor β. For the first pheromones dispersal, the key impediment 

impact factor is suggested. The impact factor is used in conjunction with the anticipation heuristics 

function.  That pheromones updating approach has been enhanced. The rate of pheromone dissipation 

has been increased. The simulated outcomes indicate that the modified ant colony approach can find 

the best route in a limited time grid mappings.  Regarding the length of the path and resolution speed, it 

outperforms the standard ant colony method. In the upcoming, we would proceed to enhance the 

aforementioned technique and try to deploy that to three-dimensional spaces in much more 

complicated situations Rather than artificially modeling maps, a whole SLAM method will be employed 

in mapping. 
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