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Abstract 

The electrocardiogram provides valuable information about the heart. It is used to diagnose various cardiac diseases. This paper proposes 

a method of detecting arrhythmia using the raw ECG signal. The multiple parameters of an ECG signal are used for assessing the status 

of heart disease. The disease type that can be detected using these signals is atrial fibrillation, tachycardia, and sinus tachycardia. Early 

detection of heart disease can save many lives. It can be seen through various means, such as medical examinations, computed 

tomography scans, and electronic heart signals. In this paper, the objective is to find a way to improve the detection of H.D. data with 

better accuracy. The proposed classification models are based on the notion of classification. 
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LITERATURE REVIEW: 

This part aims at reviewing the literature related to the detection of heart disease. It is mainly focused on the 

techniques used for this purpose. Two papers published on Heart Disease detection were also included in this 

list. The review papers primarily focused on the use of deep learning techniques for detecting heart disease. 

Different variants of input for the Heart Disease detection model have been presented in various papers. The 

outputs of these experiments have been analyzed using KNN algorithm. Data scientists usually determine the 

cutoff values for all observations, which are not called anomalies. This eliminates the need for a train-test-split 

of data. 

Push the hidden layer's output to the next layer by taking the dot product with its weights. The use of the DL 

methods has been reported in various articles. In one study, the detection of atrial fibrillation was achieved by 

using the LSTM network. A recognition performance of 99.39 percent has been reported for an improved version 

of the proposed method. A combination of the two approaches is proposed to provide a better detection 

accuracy. The method involves first extracting various features from the ECG signal and then feeding them to 

the LSTM model. 

INTRODUCTION: 

The electro electrocardiogram is a low frequency weak signal that is commonly used for monitoring a person's 

heart rate. It ranges from 0.01 to 150 Hz and its amplitude is generally between 0.05 and 3V. An automatic 

electrocardiogram analysis is performed when the computer can detect and record the features of an ECG signal. 

This procedure is very useful for detecting and monitoring a variety of cardiac conditions. Arrhythmias are any 

abnormal activation sequence of the myoscardium. Some of these include myocardial infarction, which is caused 

by the sudden loss of blood supply to the heart. One of the most difficult and essential health problems in the 

real world is the prediction of heart disease. This condition affects the function of blood vessels and can weaken 

the body of the patient. According to the WHO, around 18 million people die yearly due to heart disease globally. 

Due to the increasing prevalence of cardiac diseases, people are prone to  prevent devastating event from 

happening. They are used to diagnose a patient's cardiac condition [1]. 

Salleh et 
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Wearable sensors can be used to identify diseases such as heart disease, but they can also be corrupted by signal 

artifacts. This issue can affect the accuracy of the data and the results of the tests. Data mining and hybrid 

models have been proposed as possible solutions to predict and diagnose various types of cardiovascular 

disease. A data mining technique uses textual data to extract various risk factors. 

Hybrid models are mainly composed of two main phases. The first one is used to select a feature’s subset or 

weight and the second one is used to predict heart disease. The use of redundant features can create confusion 

and noise when it comes to defining a target class. Also, their handling can affect the accuracy of classification. 

Uncertain combination operations are commonly used for distinguishing features from classifications. They can 

also decrease the accuracy of the model and increase the mean square error. The electrocardiogram is a non-

invasive diagnostic tool that records the heart's physiological activities. It can be used to identify various types 

of cardiovascular abnormalities, including those caused by sudden cardiac arrest (SCA), atrial fibrillation, and 

myocardial infarction. Due to the rapid emergence and evolution of portable ECG monitors, their continuous 

analysis has become a challenging task. 

Deep learning methods have been widely used in various application areas, such as speech processing, natural 

language processing, and computer vision. One of their main advantages is that they do not require the use of 

human experts to extract feature data. Instead, they are performed by models based on their data learning 

capabilities. 

Although there are various papers reviewing machine learning methods for analyzing ECG data, there are no 

systematic reviews focused on deep learning methods. This leaves us with the impression that there are no 

promising methods for extracting data from ECG data. 

METHODOLOGY: 

Convolutional neural networks are widely used in Deep Learning to analyze visual imagery. They are also known 

as shift-invariant or space invariant systems. Short-term Memory cell is a component that can be used for 

creating a neural network that can predict sequences of data. It can also be used to generate recurrent neural 

networks. 

CNN LSTMs are designed to aid in the prediction of visual time series events and are also used to generate 

textual descriptions from sequence of images. This architecture is used for generating a sequence of textual 

descriptions of images. It was initially referred to as a Long-term recursive network model. 

CNN is a feature extraction system that is used for generating caption problems in text-based systems. It can 

also be used for extracting audio and textual data from audio. CWT and CNN are used to extract time-frequency 

components from an ECG signal. The CWT component is then used to decompose the signal to obtain its 

associated features. With the help of Convolution Neural Network, these features can be combined to form an 

ECG classification layer. 

Our method performs well across various parameters, and it has an overall performance of 98.74%. The 

distribution between A Fib and Normal signals is now evenly balanced in both training and testing sets. With the 

help of CNN-LSTM networks, we can learn long-term dependencies among data sequences. 

Fig 1 :CNN LSTM ARCHITECTURE 
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•  

Fig 2: ECG SIGNAL FOR NORMAL HEART RHYTHM: 

 

 Conclusion: Deep learning for ECG data has become more prevalent in recent years. This paper shows that a 

hybrid approach that combines a recurrent neural network and a convolutional network achieves the best 

results. 
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